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Abstract

Significance: Photoacoustic (PA) imaging can provide structural, functional, and molecular
information for preclinical and clinical studies. For PA imaging (PAI), non-ideal signal detection
deteriorates image quality, and quantitative PAI (QPAI) remains challenging due to the unknown
light fluence spectra in deep tissue. In recent years, deep learning (DL) has shown outstanding
performance when implemented in PAI, with applications in image reconstruction, quantifica-
tion, and understanding.

Aim: We provide (i) a comprehensive overview of the DL techniques that have been applied in
PALI, (ii) references for designing DL models for various PAI tasks, and (iii) a summary of the
future challenges and opportunities.

Approach: Papers published before November 2020 in the area of applying DL in PAI were
reviewed. We categorized them into three types: image understanding, reconstruction of the
initial pressure distribution, and QPAIL

Results: When applied in PAL DL can effectively process images, improve reconstruction qual-
ity, fuse information, and assist quantitative analysis.

Conclusion: DL has become a powerful tool in PAI. With the development of DL theory and
technology, it will continue to boost the performance and facilitate the clinical translation of PAL
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1 Photoacoustic Imaging

1.1 Brief Introduction to Photoacoustic Imaging

Photoacoustic imaging (PAI), also referred to as optoacoustic imaging, is an emerging imaging
technique that works in both the optically ballistic and diffusive regimes. In addition to providing
good contrast of blood vessels,' PAI is also capable of functional (such as blood oxygen sat-
uration, sO,) and molecular imaging.**

PAl relies on the photoacoustic (PA) effect, which was first discovered by Alexander Graham
Bell in 1880 as a conversion of light intensity modulation into sound emission.* The rapid devel-
opment of PAI in the past 30 years was incentivized by the maturation of laser and ultrasound
(US) technologies. In a common PAI setting, when biological tissue is illuminated by a short
optical pulse, a local temperature rise is induced, which in turn produces ultrasonic waves.
Acoustic detectors outside the tissue receive the PA signal and an image is subsequently
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reconstructed digitally to visualize the initial pressure rise distribution (which is closely related to
the optical absorption distribution).

1.2 Image Formation

PAI can be categorized into two types according to the image formation principle. The first is
photoacoustic microscopy (PAM),” which is based on raster-scanning a focused ultrasonic trans-
ducer or a beam of focused light, to acquire an image pixel by pixel (each pixel is an A-line in the
longitudinal direction; resolution along the A-line is generated by acoustic delay). In this imple-
mentation, the received PA signal mainly comes from the focal line, thus all spatial information is
unmixed and no reconstruction is needed. The second type is photoacoustic computed tomog-
raphy (PACT), in which signals are detected by a multi-element transducer array (or by scan-
ning a single unfocused transducer). Each transducer element has a large acceptance angle within
the field of view, and a PA image can be reconstructed by merging the data from all transducer
elements. Popular arrays used in PACT include linear,”® ring (and partial ring),”'° spherical (and
partial spherical), and planar arrays.'"!? Linear arrays are easy to operate and relatively cheap,
thus they were widely used for clinical applications. However, their angular acceptance is lim-
ited, resulting in poor image quality. In contrast, ring and spherical arrays have wider signal
acceptance, and typically they generate better images. Yet, due to geometrical confinement, these
arrays are often used for breast imaging and animal imaging and are relatively expensive. In all
cases, the US transducers are limited in temporal bandwidth. As a result, deprived of a significant
portion of spatiotemporal information, PAI is in constant need of better image reconstruction,
processing, and analysis methods.

Traditional methods for PACT image reconstruction include Fourier domain method,'*!* fil-
tered back-projection,'® delay and sum,” time reversal,'®!” and model-based method.'®!® For
details about these methods, readers are referred to the review papers in Refs. 20 and 21. To
recover an image with high fidelity, all existing image reconstruction methods demand wide
coverage (preferably 4z solid angle), dense spatial sampling, and broadband temporal response.
Such stringent requirements impose tremendous challenges to the US detection hardware, and no
imaging system has met all these requirements to date, due to various technical and economic
constraints. The resultant image quality reduction and poor quantification have become major
roadblocks as PAI is being pushed into the clinics. Traditional image reconstruction methods
have shown limited performance in recovering the lost image information under non-ideal detec-
tion. One major motivation for introducing deep learning (DL) into PAI is to improve image
quality. Moreover, DL can provide a viable means to accelerate the speed of computation.

1.3 Quantitative PAl

The goal of quantitative PAI (QPAI) is to image concentrations of chromophores in tissue,
thereby important physiological information can be inferred.?? For example, blood oxygen sat-
uration is a biomarker of tumor malignancy.”® The distinct spectral features of oxy- and deox-
yhemoglobin in the near-infrared allow measurement of their concentration ratio by spectral
unmixing, enabling the quantification of oxygen saturation.?* In PAI, the initial pressure is a
product of the local absorption coefficient, the local Gruneisen coefficient, and the local light
fluence,” i.e.,

Po(x, ) = T(x)p(x, Mpa(x. 4), M

where x and A denote the spatial position and the illumination wavelength, respectively, I'(x) is
the Gruneisen coefficient, which is a thermodynamic property of tissue, ¢(x, 4) is the wave-
length-dependent light fluence, and u,(x, ) is the optical absorption coefficient to be determined
in QPAL Since ¢(x, 1) and u,(x, 1) are globally coupled [any local change of u,(x, 1) tends to
alter ¢(x, 1) globally], QPAI is a highly non-linear and complex optical inversion problem.
Traditional forward light propagation models include the radiative transfer equation and its
approximation (e.g., diffusion approximation and 6 Eddington approximation) and the Monte
Carlo (MC) method for light transport.?” Existing methods for conducting optical inversion in
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PAI to decouple the local fluence and absorption coefficient include linearization, direct inver-
sion, fixed-point iteration, eigenspectra decomposition, and model-based minimization.?**°
Nevertheless, the accuracy, robustness, and efficiency of these methods need further validation.
In recent years, DL has shown great potential in solving QPAI problems.

2 Deep Learning

2.1 DL and Convolutional Neural Networks

DL is a set of methods that utilize multiple processing layers to discover intricate structures in
high-dimensional data and has made great impact in computer vision,”’ natural language
processing,”® knowledge graph,” and medical image analysis.***!

In DL, the data set used to train the network determines the generalization ability and robust-
ness of the learning model. As a result, data set construction is always a key issue in DL. Loss
function (LF) is used to measure how well the network completes the task during training. For
image processing, mean square error (MSE) is the earliest and most widely applied LF. Later,
some metrics for the evaluation of image quality, such as structural similarity index measure
(SSIM) and peak-signal-to-noise ratio (PSNR), were introduced as loss terms. Popular architec-
tures for DL include stacked autoencoders, deep Boltzmann machines, recurrent neural networks
(RNN), and convolutional neural network (CNN). Among them, CNN is the most commonly
used model in computer vision and image processing and has been studied extensively in PAI>*?
A typical CNN architecture contains subsequent layers of convolution, pooling, activation, and
classification (full connection). The convolution layer generates the feature graph by convolving
the kernel with the input. Activation functions determine the output of some layers (e.g., con-
volution layer and full connection) by introducing non-linearity. Common activation functions
are sigmoid, tanh, rectified linear unit (ReLU), and ReLL.U’s variants such as Leaky. ReLU is one
of the most commonly used activation functions because of its strong non-linearity and the ease
of gradient calculation. The classification layer is generally a fully connected layer, which is used
to connect the feature map and the output. Normalization layers can be added between the
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Fig. 1 The architecture of U-Net.3* Each blue box corresponds to a multi-channel feature map.
White boxes represent copied feature maps. Gray arrows indicate straight—connected path on the
same level.
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convolutional layers and the activation functions to speed up the training process and reduce the
susceptibility to network initialization. It applies a transformation that maintains the mean acti-
vation close to zero and the activation standard deviation close to one. The most commonly used
normalization method is batch normalization.

So far, many architectures of CNN have been proposed. Lee et al.”” summarized those that
were widely used in medical image processing. One popular architecture is U-Net, proposed by
Long and Shelhamer.** In PAI, many published works were based on this architecture or its
variants.*7 The basic U-Net architecture is shown in Fig. 1. The architecture consists of a
contracting path to capture context and a symmetric expanding path that enables precise locali-
zation. This allows the network to effectively extract image features at different levels with out-
standing performance for end-to-end tasks. The copy and crop paths (skip connections) make the
network more robust and can achieve better performance with fewer data.

33

2.2 Tools

2.2.1 Popular DL tools

With the rapid hardware and software development, DL is being rapidly implemented in various
fields. Popular open-source frameworks include: Caffe, Tensorflow, Theano, MXNet, and
Torch7/PyTorch/PyTorch2 and Caffe2.%®* Many of these frameworks provide multiple interfa-
ces, such as C/C++, MATLAB, and Python. In addition, several packages provide advanced
libraries written on top of these frameworks, such as Keras. These tools enabled the widespread
applications of DL in various fields.

2.2.2 Tools for building data set

Since PAT has not been widely applied in the clinics, there are currently insufficient data sets for
deep neural network training. Consequently, common remedies to this problem include using
simulated data for proof-of-concept verification, or training the network before conducting trans-
fer learning with real experimental data.

The PA effect involves a light scattering process followed by an US propagation process. To
simulate US propagation, the k-space pseudo-spectral method can be used.*’ It combines the
calculation of spatial derivatives (such as the Fourier collocation method) with a temporal propa-
gator expressed in the spatial frequency domain or k-space. k-wave is an open source acoustics
simulation toolbox for MATLAB and C++ developed by Treeby and Cox.*' It provides great
flexibility and functionality in PA simulation and can be used for time reversal-based image
reconstruction.*> Alternatively, one can solve the acoustic propagation equation using second
order finite-difference time-domain (FDTD) method or finite-element method,** to this end,
COMSOL can be used.*”

To simulate the light scattering process or to perform model-based spectral unmixing in
QPAI the MC method or radiative transfer equation can be implemented as the forward model
(see Sec. 1.3). The MC method is considered to be the gold standard.*® It is also compatible with
parallel processing to reduce computational time. mcxyz is a GPU-accelerated MC simulation
tool to calculate light transport in optically heterogeneous tissues.”” MCXLAB is a MATLAB
package that implements the MC model. Alternatively, the radiative transfer equation or its
approximation can be implemented as the forward model. For example, assuming near-diffused
propagation of light dramatically reduces the need for computing power, thus fluence can be
calculated numerically by FDTD or finite-element method.*® Nirfast is an open source software
that allows users to easily model near-infrared light transport in tissue.*® COMSOL is a multi-
physics simulation tool based on finite-element analysis, which can also be used to calculate
light fluence distribution.*’

In PAI, currently reported training data sets have been listed in Table 1. Most of them contain
MRI and x-ray CT images that can be transformed into PA images by simulation, whereas the
last one provides real PA images. Detailed information about the construction of numerical phan-
toms for PAI can be found in Ref. 61. DL is also used for segmenting different tissue types
when unlabeled data from other imaging modalities are applied for simulating PA raw data.®?
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Table 1 Data sets commonly used in DL-based PAI

Data set

Descriptions

Mammography image database The database consisted of around 1400 screening mammography images

from LAPIMO EESC/USP

DRIVE dataset

Optical and acoustic breast
database (OA-breast)

Digital mouse

Shepp-Logan phantom

3D volume of CBA mouse

brain vasculature

ELCAP public lung image

database

Big data from CT scanning

Tumor phantom in mouse
brain

VICTRE project

CBIS-DDSM (curated breast
imaging subset of DDSM)

Mouse PACT®”

from around 320 patients.*®

The database was used for comparative study of vascular segmentation in
retinal images. It consisted of 40 photographs, 7 of which showed signs of
mild early diabetic retinopathy.5°

The database includes a collection of numerical breast phantoms
generated from clinical magnetic resonance angiography data collected
from Washington University in St. Louis School of Medicine.®

The database includes a 3D whole body mouse atlas from coregistered
high-quality PET x-ray CT and cryosection data of a normal nude male
mouse 5?53

The Shepp-Logan phantom is a standard test image created by Larry
Shepp and Benjamin F. Logan for their 1974 paper “The Fourier
Reconstruction of a Head Section.”*

The database includes a high-resolution volumetric and vasculature atlas
on CBA mouse brain based on a combination of magnetic resonance
imaging and x-ray CT.%

The database consists of an image set of 50 low-dose whole-lung CT
scans. The CT scans were obtained in a single-breath hold with a 1.25-mm
slice thickness. The locations of nodules detected by the radiologist are also
provided.%®

CT scans of several cadavers are provided. The data are collected at
Massachusetts General Hospital at multiple different radiation dose levels
for different x-ray spectra and with representative reconstruction
techniques.%’

The database is based on segmentation of a micro-CT scan of a mouse
brain into gray mater, vasculature, and dura mater. An artificial cancer
tissue was created by a stochastic growth process. https://github.com/
asHauptmann/3DPAT_DGD/tree/master/phantomData.

A series of toolkits include breast Phantom, breastCompress, and
breastCrop. Using breast Phantom, the digital breast with varying patient
characteristics (breast shape, glandularity and density, and size) can be
generated. https://github.com/DIDSR/VICTRE.

The data set contains 2620 scanned film mammography studies including
normal, benign, and malignant cases with verified pathology
information. 585960

The database consists of six athymic nude-Fox1nu mice (Harlan
Laboratories) in vivo PA images. Each mouse was scanned over 50 mm in
0.5 mm steps, with a total of 100 cross-sectional images covering the full
torso from the shoulders to the lower abdomen. https://github.com/
ndavoudi/sparse_artefact_unet/blob/master/dataset/getdata.sh.

In addition, to improve preclinical image quality and accelerate PAI’s clinical translations, the
international photoacoustic standardization consortium is pushing forward an open-access plat-
form for standardized PA reference data.®®

3 Applications of DL in PAI

Currently, applying DL in PATI has been extensively studied, and there are already several review

papers. In the review by Yang et a

1., they used a schematic diagram to describe the relationship

between PAI tasks and the network architectures. Several open sources for implementing DL in
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PAI were also listed. Andreas and Ben® introduced the basic principles of DL and the PA image
reconstruction methods. They trained and tested the DL models with different architectures on
the same data set and demonstrated and compared their performance. Grohl et al. summarized
and provided detailed statistics of the existing works in Ref. 66. Key insights for each type of
work were given from the authors’ perspective. This review aims at linking the technical diffi-
culties in PAI and the DL methods that are suitable to address them. We hope to help readers
understand how to build data sets and design suitable networks for their specific tasks.

The applications of DL techniques in PAI can be classified into three types of tasks: image
understanding, PA initial pressure reconstruction, and quantitative PA imaging. Tasks of the first
type involve using DL for PA image classification and segmentation. It also involves image
registration in various anatomical structures and tissues. This type of work is covered in
Sec. 3.1. Tasks of the second type focus on improving image quality under non-ideal detection
conditions, where common non-ideal conditions include: limited bandwidth, sparse spatial sam-
pling, and limited-view detection. In Sec. 3.2, we first talk about image reconstruction under a
single-non-ideal detection condition. Then how DL can be used to alleviate image degradation
associated with non-uniform speed of sound (SoS) will be introduced. Next, the complex sce-
nario when multiple non-ideal conditions coexist will be discussed, such situations are more
relevant to real applications. In this case, DL can be used to reconstruct PA images with better
fidelity, irrespective of the specific type of the information deficiency. Finally, we introduce how
DL can be used in conjunction with economical and portable PAI systems, such as single-chan-
nel data acquisition (DAQ) and light-emitting diode (LED)-based systems. For the last type of
tasks, DL is used to improve the quantification accuracy and calculation speeds in QPAI These
works will be discussed in Sec. 3.3, where we first introduce how DL helps the calculation of
sO,, chromophore concentration, and fluence spectra, then we show that DL can be used to
select regions, in which QPAI calculation is reliable (which is in fact a segmentation task).

Figure 2 summarizes the structure of the above classification, which also highlights the
organization of this review. Most of the references cited in this review were searched in
Google Scholar with keywords “DL” and “PA”, “DL” and “optoacoustic,” “neural network”
and “PA,” “neural network™ and “optoacoustic,” “machine learning” and “PA,” “machine learn-
ing” and “optoacoustic”, and we tried not to miss important works by checking all relevant
precursors of the original paper pool. So this review should cover DL-PAI works published
before November 2020.

Classification

Image understanding o- Segmentation

~ Motion correction

Single non-ideal detection condition

H Limited bandwidth |

Sparse sampling

© { Limited-view detection l

Applications of Reconstruction of
DL in PAI ” initial pressure images

- Non-uniform speed of sound

Multiple non-ideal conditions

_ Use of DL in economical and
portable PAI devices

Calculate blood oxygen saturation,

~ chromophore concentration,
Quantitative photoacoustic | | or fluence spectra

imaging
“ Generate mask for trusted zones

Fig. 2 Diagram showing the applications of DL in PAI, and the structure of this review follows this
diagram.
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3.1 Image Understanding

Image classification and segmentation are basic tasks in image understanding. Using DL to do
auxiliary diagnosis and segmentation of lesion regions on PA images appeared in 2012.°” Unlike
traditional image segmentation, segmentation of PA images can be seen as a special reconstruc-
tion task and achieved a great result.®® Table 2 shows the PA image understanding tasks and the
networks applied. Here NN denotes “neural network™ and “simple NN/CNN” refers to a NN/
CNN without a complex or specific architecture, such as squeeze-and-excitation (SE)-blocks,
residual layer, or dilated convolution kernel; “complex NN/CNN” refers to a NN/CNN with
complex or specific architecture but without a well-known name. U-Net and its variants are
called U-Net. The above naming rules apply to Tables 3 and 4 as well.

Auxiliary diagnosis is one of the most common applications of DL. As early as 2012,
Algasemi et al.”’ utilized a neural network as a classifier to facilitate ovarian cancer diagnosis
on US and PACT images. In this work, features for classification were extracted from PA images
by traditional methods (Fourier transform, image statistics, and composite image filters). Its
performance was not as good as support vector machine (SVM). In 2016, Rajanna et al.*’ used
more features from the time and frequency domains of PAM images and applied three commonly
used activation functions to classify prostate cancer into three classes (malignant, benign, and
normal), achieving 95.04% accuracy on average. In these works, the authors used only a simple
NN as the classifier, rather than extracting features by using convolution layers or other deeper
network architectures. Consequently, the NN did not exhibit superiority over traditional
methods.

In 2018, Zhang et al.” applied AlexNet and GoogLeNet to classify breast cancer on stimu-
lated PACT data. They achieved accuracies of 87.69% and 91.18% using AlexNet and
GoogLeNet, respectively. In comparison, the accuracy of SVM was only 82.14%. Data augmen-
tation and transfer learning were used to tackle data deficiency. They resized the images to fixed
sizes and took steps to amplify the data set on preprocessing, including scaling, cropping, and
random changing of the pixel value and contrast. The authors used pretrained AlexNet and
GoogLeNet, and only modified and retrained the fully connected layer for these classification
tasks.

Jnawali et al.”' used Inception-Resnet-V2 to detect thyroid cancer based on multi-spectral PA
images and also applied transfer learning to train the model. They used a special device con-
stituted by an acoustic lens and a rotary 1D detector array to perform C-scans. They used images
at three wavelengths (760, 800, and 850 nm) as the input and achieved promising results. The
area under the curve (AUC)'** was 0.73, 0.81, and 0.88 for cancer, benign nodules, and normal
tissue, respectively, on ex vivo data. Then the authors stacked twenty-one 2D PA image groups
taken at five different wavelengths to form a three-dimensional (3D) PA image cube, then used a
seven-layer 3D CNN and an eleven-layer 3D CNN for cancer diagnosis.”* During training, the
authors introduced a class-weight parameter to balance the distributions of positive and negative
samples in the training data.'** The best 3D model (11-layer 3D CNN) could detect cancer with
an AUC of 0.96 and the AUC of the 2D model was 0.72, which showed that 3D features could
provide more information and that deeper models seemed to have stronger feature extraction
capabilities. Based on this device, Dhengre et al.”> used several simple CNNs with the same
architecture, or a combination of the CNNs with SVM or random forest (RF), to classify malig-
nant, normal, and benign prostate hyperplasia prostate tissues (three binary classification tasks).

Table 2 Network architectures used in PA image understanding.

General task Specific task Network architecture

Image Classification Simple NN;®7% AlexNet;”® GoogLeNet;"® Resnet;”""2 Simple CNN;"374

understanding simple CNN combined with traditional classifier;*”®> and ResNet187
Segmentation U-Net””78 and simple NN applied in iterative method®®

Motion correction  Simple CNN®
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The input of the network was a 105-timepoint A-line sequence in the region of interest. Involved
models were: simple CNN, SVM, RF, SVM with features extracted by CNN (CNN_SVM), and
RF with features extracted by CNN (CNN_RF). CNN_RF produced the highest sensitivity in
most cases (highest to 0.993).

For mesoscopy imaging, Moustakidis et al.”* used traditional machine learning methods
including ensemble learning methods and DL methods to identify skin layers in PA tomograms.
These images were gotten by raster-scan optoacoustic mesoscopy (RSOM).'** In addition to
applying simple CNN, they also used modified Alexnet and Resnet whose fully connected layer
and classification layer were replaced by principal component analysis (PCA) and RF to classify
3D image directly. The simple CNN provided a classification accuracy of ~85%, which was the
best result in DL models. Nitkunanantharajah et al. used ResNet18'*® to diagnose systemic scle-
rosis by identifying microvascular changes at the finger nailfold.”® The microvascular was also
imaged by RSOM and segmented manually. The network’s input was the 2D images generated
by frequency band equalization'*” and maximum intensity projection. Transfer learning was
applied to train the model, which ultimately achieved an AUC of 0.897, a sensitivity of
0.783, and a specificity of 0.895.

DL also played an important role in PA image segmentation, where U-Net is the most suc-
cessful model. Chlis et al.”” applied an adapted sparse U-Net to perform vascular segmentation
on clinical multi-spectral PA images. They used a 1 X 1 2D convolution layer to transform an
image with 20 spectral channels (wavelengths from 700 to 970 nm in 10 nm steps) to a single-
channel image. The model was trained on in vivo data acquired using a handheld PA/US system.
The ground truth was established based on the consensus between two clinical experts. The
performance of the sparse U-Net was similar to the standard U-Net whose size was 30 times
bigger. They found that sparse U-Net was faster thus was more suitable for clinical application.
Berkan et al.”® also showed the U-Net’s performance on segmentation of the mouse boundary in
an (optoacoustic US) OPUS system. PA signal was detected by a 270-deg ring array and images
were reconstructed by BP. They used manually segmented images as the ground truth. The dice
coefficients on the cross-sectional images of the brain, liver, and kidney were 0.98, 0.96, and
0.97, respectively.

Boink et al.?® proposed a learned primal-dual (L-PD) model for simultaneous PA reconstruc-
tion and segmentation. Primal-dual algorithms are popular in tomography reconstruction. '3!3
In their work, Boink et al. used a CNN-based model instead of the primal-dual hybrid gradient to
learn the best update in each iteration during model-based image reconstruction. It consists of
two networks: one for calculating the previous dual update and the other for calculating the
primal update, which corresponds to the initial pressure. Compared to convex segmentation'*’
and U-Net, the L-PD method yielded the best results. There were two major innovations: (1) the
data set was augmented by changing the number of detectors. (2) Deep-learning-based recon-
struction was used to perform image segmentation. In other words, the authors reconstructed
a segmentation map.

Motion artifacts and pixel dislocation are almost inevitable in optical resolution PAM of
in vivo targets. These are attributable to the breathing motion and heartbeat of the animal,
or to the positioning errors of the motor. Motion correction can improve the performance of
image understanding. Chen et al.”” proposed a simple CNN with three convolutional layers
to do motion correction. They employed it to process in vivo rat brain vessel images contami-
nated by motion artifacts. They found that the model’s performance was significantly improved
using a larger kernel size, at the expense of longer processing time. Compared with several
existing algorithms that are not based on DL,'*!"'%* the proposed model demonstrated the best
performance.

3.2 Reconstruction of Initial Pressure Images

Traditional PA image reconstruction methods were introduced in Sec. 1. In brief, ideally a full
detection solid angle of 4z, sufficient spatial sampling frequency, infinite detector bandwidth,
and known distribution of the SoS, are the conditions for the traditional reconstruction methods
to work properly. But these conditions are rarely satisfied in real applications—US transducers
are non-ideal, and tissue properties can be complex and unknown—consequently, available
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Fig. 3 PA reconstruction quality is influenced by different non-ideal conditions: (a) gold standard;
(b) good-quality reconstruction (DAS); reconstruction with reduced quality due to (c) limited band-
width; (d) sparse sampling; (e) limited view; and (f) wrong SoS.

information is inadequate for high-quality image reconstructions. The effects of information
deficiency on the image quality are shown in Fig. 3, where the target was obtained from the
DRIVE data set and simulated by k-wave.'*> The applied reconstruction method is DAS. In
some cases, signal quality is sacrificed for various purposes such as system cost. For example,
LED are used to replace bulky lasers for system miniaturization.

DL methods were introduced to compensate for the above-mentioned signal deficiency.
These methods can be classified into five types: (1) preprocessing of channel data: the NN
is used to process the raw data, which is subsequently fed into a traditional reconstruction pro-
gram to produce an image. (2) Postprocessing of reconstructed images: the network is applied to
boost the quality of the images reconstructed by traditional methods. (3) Direct reconstruction of
the initial pressure: the network directly outputs the initial pressure image when channel data are
fed as the input. (4) Combining image reconstruction and postprocessing: the network improves
image quality based upon both low-quality images and raw channel data. (5) Embedding DL
in traditional reconstruction frameworks: use DL to perform certain calculations in traditional
reconstruction methods (for example, to calculate the update or regularization term in
model-based methods). Table 3 summarizes the network architecture for each kind of task and
each type of model.

The DL-based methods are often compared against traditional methods in terms of SSIM,
PSNR, Pearson correlation coefficient (PCC), mean absolute error (MAE), MSE, normalized 2D
cross-correlation (NCC), signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR), and edge
preserving index. These quantities were also added into the LF for better training.

3.2.1 Single-non-ideal detection condition

Signal detections in PAI are often limited in bandwidth, sampling density, and angular coverage.
For example, although linear arrays are commonly used in clinical settings, they suffer from all
these limitations thus could only produce images with relatively low quality.'*® In this section,
we review how DL is applied to improve the image quality of PAI, where the role of DL is to
compensate for the information loss due to one of the following: limited bandwidth, sparse sam-
pling, and limited-view angle.
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Table 3 Network architectures used in PA image reconstruction

Embedded in
Pre- Direct Combined traditional
Non-ideal condition processing Postprocessing reconstruction reconstruction  reconstruction

Single- Limited Simple U-Net®!82
non-ideal bandwidth  NN&
detection
Sparse U-Net®-8 and Simple CNN®
sampling FD-Unet®8”
Simple CNN®
and complex
CNN%®
Limited view U-Net®®2 and  U-Net®' and Multiple
VGG complex CNN®® branches
autoencoder®®
Non-uniform SoS Faster Simple CNN®
R_CNN94797
U_Net99,100

Multiple non-ideal U-net'™  U-Net®%1%2  U-Net'® and  Ki-GAN (based U-Net;'%8110

conditions S-Net;*> WGAN multiple on multiple FD-Unet;!"
(based on branches branches simple CNN;%112
U-Net);'% and  autoencoder'® autoencoder)'®” multiple branches
simple CNN'%# autoencoder; '3
and RNN'™
Use of DL Single- Autoencoder
in economical channel (based on
and portable DAQ LSTM)!'S
PAI devices
LED-PAI Complex U-Net'&-122
CNN''® and
CNN&LSTM!”

Limited bandwidth. Transducer bandwidth affects both the axial and lateral resolutions.'*’
Commercially available US detectors for medical imaging are typically narrowband, in contrast,
PA signals are broadband, spanning from several tens of kilohertz to beyond a hundred
megahertz.>” Although capacitive micromachined ultrasonic transducers and optical transducers
may have larger bandwidth, they have not been widely adopted for PAI yet.'*® A reduced band-
width inevitably results in the loss of important image features.

In 2017, Gutte et al. used a five-layer fully connected deep NN to broaden the bandwidth of
the channel data. The input and output of the network were both channel data (sinograms).*” The
authors trained the network on numerical breast phantoms and tested its performance by simu-
lated data (blood vessel network, Derenzo phantom, etc.) and real phantom data (horse hair
phantom and ink tube phantom). Compared with least-squares deconvolution in terms of PCC,
CNR, and SNR, the DL method almost tripled these measures in all the tests. Plus, it was almost
1.63 times faster than the least-squares deconvolution. In addition to deconvolving the frequency
response, DL was also used to synthesize a broader frequency response given multi-band signals.
Lan et al.3' used ConvU-Net, which was a modified U-Net with a kernel size of (20 x 3) and
a stride of (20 X 1) as skipped connections, to reconstruct PA images from sinograms interlaced
with signals individually acquired at three different center frequencies: 2.25, 5, and 7.5 MHz. It
is a direct reconstruction model: the input of this network was the raw signal from 120 channels,
containing three 40-channel subgroups that were distributed on a circle corresponding to the
three center frequencies and the output was the reconstructed images. The authors trained and
tested the network on numerical phantoms containing segmented vessels from fundus oculi CT
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imaging.'* ConvU-Net showed better image reconstruction quality than TR, DAS, and common
U-Net in terms of SNR, PSNR, SSIM, and relative error. Lan et al.®? then used two U-Net struc-
tures connected end-to-end to reconstruct images from the three frequencies data. The model
outperformed ConvU-Net in a series of tests.

Sparse sampling. The minimum spatial density to arrange detector elements is determined
by the Nyquist sampling criterion. The problem in which the actual detector density is lower than
the minimum required density is called sparse sampling. In many applications, spatial sampling
is sparse, due to various reasons such as system cost and imaging speed. Visually, sparse sam-
pling introduces streak artifacts and may jeopardize image resolution. Postprocessing models are
often applied to address such problems.

In 2017, Antholzer et al.** used a U-Net to process PA images that had been reconstructed
by FBP based on sparse sampling data. The data were detected by 30 transducers evenly
arranged around a circle. The authors trained their network on simulated data where
Gaussian noise was added. Compared with the results obtained using FBP and the model-based
method on simulation data, the DL method yielded the best quality. In addition, postprocessing
by U-Net reconstruction required only 20 ms (FBP: 15 ms and U-Net: 5 ms) compared with
25 s for the model-based method. Guan et al. proposed a modified U-Net, termed FD-UNet,
in which each layer is connected with every other layer. It was also a postprocessing model to
remove streak artifacts. The original PA images were reconstructed by time reversal from
sparse data.®® The training and testing data sets were generated from three different digital
phantoms (circles, Shepp—Logan, and experimentally acquired micro-CT images of mouse
brain vasculature) on different levels of sampling sparsity. FD-UNet performed obviously
better than U-Net on PSNR and SSIM. When applied to the mouse brain vasculature data,
FD-UNet outperformed U-Net by recovering more details. After transfer learning was applied,
the networks’ performance was improved after fine-tuning with small and well-matched train-
ing data set. In 2020, Farnia et al.* used a U-Net to process a PA image reconstructed using
time reversal. Deng et al.** used SE-Unet, a modified U-Net with added SE-blocks'*’ in skip
connections, to remove artifacts in PA images reconstructed by BP. It got better results than BP
and Sta-Unet.”!

For PAM, DiSpirito et al.*” used FD-UNet to reconstruct images of in vivo mouse brain
microvasculature blurred by under sampling. The fully sampled images were used as the ground
truth and the images down-sampled at a ratio of 5:1 in one scan direction were employed as the
input. Compared with U-Net, ResU-Net, and ResICL U-Net,"*” FD-UNet had the best perfor-
mance in PSNR and MSE and was the second best in SSIM. FD-UNet also showed good robust-
ness, it did not require high image contrast, and performed stably well for images with different
down-sampling ratios. Zhou et al.”’ proposed a CNN-based model to improve the quality of
PAM images suffering sparse sampling. Sixteen residual blocks and eight SE blocks were used
for feature extraction after the first convolution layer of CNN. They claimed that the residual
blocks performed well in super-resolution tasks and the SE blocks helped convergence.
Compared with Bicubic interpolation and EDSR (another CNN-based method),'>! the new
method showed the best PSNR and SSIM on PAM images of leaf veins and in vivo data (blood
vessels of the mouse eyes and ears).

Except U-Net, Awasthi et al.*’ used a seven-layer network to achieve super-resolution and
denoising on the channel data. The training dataset was simulated by the CHASE,'*> DRIVE, '+’
and STARE'"? databases. Their simulation involved 100 detectors, and Gaussian noise (SNR to
20/40/60 dB) was added. They then spatially down-sampled the data by a factor of 2, resulting
in a reduced channel number of 50. Finally, the down-sampled data was interpolated to recover a
total channel number of 100 as the input. The output of the network was the residual between the
interpolation result and the initial signal detected by all the detectors. On average, the network
reduced RMSE by 41.70% while increased PSNR by 6.93 dB on simulated data (numerical
blood vessel and Derenzo phantoms) and in vivo data (rat brain).

Image reconstruction incorporating DL and model-based methods have been also explored.
Antholzer et al.%® developed a simple NN consisting of three convolutional layers to calculate
the regularization term in model-based image reconstruction, termed network Tikhonov
(NETT). They built a training set of input/output pairs, in which the inputs were images
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reconstructed by FBP from under sampling data and the outputs were the differences between
the predicted signal and the ground truth to train the regularization. When the input was the
ground truth, the output was zero. Compared with FBP, a compressed sensing method with
1,-minimization,'>* a model-based method with H'-regularization, and U-Net (used as a post-
processing method), NETT produced the best results with noise-free data and satisfactory
results with noisy data.

In this section, we show how DL can remove artifacts generated by sparse sampling. Similar
approaches were reported by Schwab et al.'>> and Guan et al.!'! Since these works deal with
situations beyond merely sparse sampling, they will be discussed in Sec. 3.2.3.

Limited-view detection. Incomplete angular coverage can distort image features by par-
tially losing information and generating artifacts. The problem is frequently encountered in PAI
and is termed “limited view.” Starting from 2018, DL has been extensively studied to solve the
limited-view problem. Because in the missing cone signal is completely lost, tackling limited
view is more of a super-resolution than a deconvolution problem.

In 2018, Waibel et al. investigated both postprocessing and direct reconstruction to solve the
limited-view problem.”! They used a U-Net to do postprocessing, and a modified U-Net with an
additional convolutional layer that resized the information to the target resolution in skip con-
nections, to reconstruct PA image directly. In their simulation, the PA signals generated by cir-
cular and elliptical targets were detected by a linear array. The median relative estimation error
improved from 98% (DAS) to 10% (postprocessing) and 14% (direct reconstruction). The direct
reconstruction method was faster than postprocessing because it did not need the DAS step.
Deng et al. proposed a postprocessing method, in which they built an in vivo data set and used
two DL models to improve in vivo image quality. They utilized the PA signal acquired by a ring
array to generate the data set.”> The PA images reconstructed from a full ring were used as the
ground truth, and images reconstructed from a partial ring (1/4 ring, 90-deg coverage) were used
as the images with limited-view artifacts. (A similar approach was demonstrated by Davoudi
et al.”” and will be discussed in Sec. 3.2.5.) They used U-Net to postprocess the images recon-
structed by DAS. They also mapped the full-view images, all taken at the liver region of the
mouse, into a multi-dimensional space (20 in their work) and calculated the bases and their
weights by PCA. VGG was then used to establish the mapping between the projection weights
of the full-view and the limited-view images. These models all produced satisfactory results.

For direct reconstruction, Anas et al.”> proposed a model on the basis of CNN. They used
dilated and large convolution kernels at higher layers to obtain global information to prevent
resolution loss. They performed simulations (using circular targets) to train, validate, and test
the network. This model could obtain a nearly 8.3 dB increase of PSNR. Lan et al. proposed a
hybrid autoencoder model, called Y-Net. It consists of two intersecting encoder paths that got
information from reconstructed images or raw data to solve the limited-view problem in linear
array PAI systems. The authors compared the performance of Y-Net with that of time reversal,
DAS, and U-Net (postprocessing) in terms of SSIM, PSNR, and SNR on simulated data and
experimental data (chicken breast tissue inserted with two pencil leads and a in vivo human
palm), Y-Net got the best results. Moreover, Y-Net achieved a better “transfer” ability than
U-Net because it referred to information in the raw data.

There are works that addressed both the sparse sampling and limited-view issues as will be
introduced in Sec. 3.2.3.

3.2.2 Non-uniform speed of sound

The SoS in biological tissues is generally non-uniform, with unknown spatial distributions. In
addition, a SoS mismatch often exists between the biological tissue and its surrounding medium.
In all cases, if instead a constant SoS is assumed during the image reconstruction process, arti-
facts will be generated (such as feature splits). Moreover, a large SoS discontinuity (e.g., between
muscle and bone) is bound to create acoustic reflections. The reflected signals can mix with the
PA signal to introduce reflection artifacts. Recent studies have shown the great potential of DL in
solving the acoustic heterogeneity problem in PAI. Researchers first treated non-uniform SoS
as a target identification problem, addressing whether an image feature is real or fake.
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Other researchers used DL to reconstruct images directly or to perform postprocessing on PA
images originally generated using traditional methods.

In 2017, Reiter and Bell”® trained an eight-layer simple CNN to predict realistic images (point
targets) in heterogeneous media directly from raw data. The model achieved satisfying results
(mean axial and lateral point location errors of 0.28 and 0.37 mm, respectively) at various sound
speeds (1440 to 1640 m/s), target locations (5 to 25 mm), and absorber sizes (1 to 5 mm) using
simulated data. This work predicted the point locations successfully but failed to identify
whether the wave front was from the actual target or the reflection of the target. Allman et al.
implemented a series of faster R-CNN models based on VGG, Resnet-50, and Resnet-101 to
decide whether the identified features were actual targets or reflection artifacts in PA images
reconstructed by DAS.”**7 Faster R-CNN is an object detection framework based on deep con-
volutional networks. It can provide bounding boxes and confidence scores for target detection. In
their works, faster R-CNN output the type of the objects (i.e., source or artifact), along with their
locations in the form of the coordinates of the bounding box and a confidence score between 0
and 1 for each object. The authors trained their models on simulated data and tested them using
phantom data, in vivo data (an optical fiber in a pig vessel) and ex vivo data (a needle tip inserted
into tissue). PA signals were detected using a linear array. Faster R-CNN was able to accurately
identify and locate the targets. All three DL models produced satisfactory results on phantom
data and ex vivo data. For in vivo data, the residual network architectures correctly classified
83.3% (Resnet-50) and 88.8% (Resnet-101) of the sources. The authors suspected that a deeper
network (i.e., residual network) has a greater capacity to learn higher-level features.

Other than point targets, DL was also studied to deal with acoustic heterogeneity for general
targets and these are all postprocessing models. In 2019, Shan et al.” used a modified U-Net for
postprocessing images after the first iteration of a model-based algorithm. The input of the U-Net
was the feature map extracted from the PA images by a four-layer CNN, whereas the output of
the U-Net was processed by a network consisting of four deconvolution layers as the final recon-
structed image. They added image structure information (SSIM) in the LF. The authors trained
the network and tested its performance using data generated based on cadaver CT scans. In their
simulations, they randomly picked a circular region where SoS was set to be high and introduced
a sinusoidal change of SoS in the background tissue. And 0%, 10%, 20%, 30%, and 40% noise
was added to the PA signals. The DL method produced the best results compared to that of TR
and other popular iterative algorithms, such as averaged time reversal (ATR),'*® adjoint ATR,"’
and Landweber iteration.'*® In addition, without doing iterations, the DL method was the fastest
among all compared algorithms. To compensate for the SoS heterogeneity, Jeon and Kim'®
proposed an autoencoder model whose architecture was similar to U-Net. The data were also
contaminated by noise and beamformed with various SoS to generate the multi-channeled input
data (eight channels with eight speeds). The ground truth image was obtained by reconstructing
the noise-free data with the correct SoS. The model was able to remove image artifacts asso-
ciated with acoustic heterogeneity, even though it had never been trained with the correct SoS
map on in vivo data (forearm). In addition, the model was also effective in reducing side lobes
and noise.

3.2.3 Multiple non-ideal conditions

In Secs. 3.2.1 and 3.2.2, we have shown that DL can be used in applications where a single-non-
ideal detection condition dominates. In real cases, often times the combination of several such
conditions may conspire to reduce the image quality. We have shown that certain DL networks,
such as U-Net and its variants, were successfully applied to deal with individual factors including
sparse sampling, limited view, and acoustic heterogeneity. Consequently, such networks are
expected to be applicable when several of these factors simultaneously take effect. Here we
introduce DL methods that work in conditions where multiple non-ideal factors co-exist.
These techniques are more promising for practical uses.

In this section, we will first introduce the preprocessing and postprocessing models. Second,
direct reconstruction models will be discussed. Third, we will introduce the combined models
that use raw data and reconstructed image as inputs. Finally, we will introduce how DL can be
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used in conjunction with traditional reconstruction methods, for example, DL networks can be
used to calculate the sum in DAS or compute the update in model-based methods.

For preprocessing models, Awasthi et al.'”! proposed a modified U-Net for super-resolution
and bandwidth extension. Named U-Net (hybrid) and directly working on the channel data, the
proposed network used exponential linear units (ELUs) as the activation function in the final
layers and used ReLUs in other layers.®' The input of the network was the signal detected by
100 bandwidth-limited detectors, and then the data were interpolated to 200 channels employing
the nearest neighbor method. The ground truth data were generated with 200 full-bandwidth
detectors. They divided the channel data into small subsections, the size of each subsection was
64 x 64. The network only processed one such subsection at one time. Compared with SRCNN,
U-Nets (implementing only ReLU or ELU), direct interpolation, and automated wavelet denois-
ing,'” the proposed network got the highest SNR for phantom data (horse hair) and in vivo data
(rat brain).

In an attempt to apply DL to the postprocessing of PA images, Antholzer et al.*> used a U-Net
and an S-Net (simple network consisting of three layers) to enhance PA images originally recon-
structed by FBP in limited-view and sparse-sampling conditions. In the numerical study,
24 sensors were located on a non-closed curve (less than a semicircle). Both networks were
successful in removing most of the artifacts. The more complex U-Net produced better results
but also took a longer time to train and process the images. Davoudi et al.*” also employed U-Net
to perform postprocessing on sparse sampling and limited-view images. They obtained a full-
view image from a full-view tomographic scanner with 512 transducers in a circle as the ground
truth. Sparse-sampling and limited-view data were gotten by down sampling. The training data
set was constructed using images of 6 mice with 100 different cross sections from each. Their
model produced satisfying results on in vivo data, as shown in Fig. 4. The authors also made their
data set available online.

Godefroy et al.'” introduced the Bayesian machine learning framework into PA image post-
processing Bayesian machine learning framework into PA. They applied MC dropout as a
Bayesian approximation in U-Net.'® So the model was able to generate 20 different outputs
for the same input. The input was the images reconstructed by DAS, and the prediction image
was the mean of the different outputs. In their experiment, PA images taken by a linear array were
used as the input, and the photographs taken by a CMOS camera were used as the ground truth.
Test results showed that the model effectively improved NCC and sSSIM and was more robust
than networks without dropout.

Vu et al.'®® used Wasserstein generative adversarial network with gradient penalty
(WGAN-GP) to do postprocessing on PA images to remove artifacts due to limited-view and
limited-bandwidth detection. The generator in WGAN-GP took the form of a U-Net, and the
discriminator of this model was a common CNN. The discriminator was trained to identify the
ground truth from the generator’s output. The generator’s input was the PA image reconstructed
by TR. They used a complex LF to train the network. It was the sum of three factors: (1) the
distance between the discriminator’s output and the true distribution. The Wasserstein distance
was employed here to take advantage of its capability in describing morphological character-
istics. (2) The GP, which could avoid gradient explosion or disappearance. (3) The MSE loss,
which helped preserve the information in the reconstructed images. In simulation, phantom, and
in vivo experiments, WGAN-GP all showed slightly better performance on SSIM, PSNR, and in
recovering low-contrast structures than U-Net.

Zhang et al.'™ developed a nine-layer CNN to solve the under-sampling and limited-view
problems on PA images reconstructed by UBP. The PA signal was detected by a three-quarter
ring transducer array with 128 elements. The network was trained on simulated 3D vascular
patterns. They also trained and tested a compressed sensing model and in all numerical, phan-
tom, and in vivo experiments, the CNN got better results.

For direct reconstruction, in 2020, Feng et al. 105 15ed a Res-UNet network to reconstruct PA
images. In their work, signals were detected by 128 transducers covering an angle of 270 deg
around the imaged object. They added a residual connection on the layer of a U-Net and a con-
volution layer was introduced as a copy-and-crop path in the network. Generalization of the
ResU-Net network was achieved by imaging six types of synthetic phantoms, including discs,
breads, spiders, lines, logos, and natural pictures. They compared the network’s performance
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Fig. 4 The results of Davoudi et al.’s method. (a) Reconstructed image with under sampled (32
projections) data versus its artifact-free counterpart obtained with the trained network. TP, true
positive; FP, false positive; TN, true negative; and FN, false negative. (b) Another example for
under sampled data with 128 projections. (c) Top: image reconstructed with 60-deg angular cover-
age and its respective amplitude spectrum. Bottom: output image of the network and its corre-
sponding amplitude spectrum. (d) Top: image reconstructed with 135-deg angular coverage
and its respective amplitude spectrum. Bottom: output image of the network and its corresponding
amplitude spectrum.

with U-Net on digital and physical phantoms. Res-UNet got the best PC and PSNR on digital
phantom and the images with the least artifacts on physical phantom. Inspired by the fact that
FBP takes the time derivative of the signal as input, Tong et al.'” proposed a feature projection
network (FPnet) to reconstruct PA images based on limited-view and sparsely sampled data. Its
architecture resembled that of Y-net with the two input branches fed with the channel data and
the time derivative of the channel data, whereas the output was the initial pressure image. Then
they used U-Net to do postprocessing on the image. The outputs of FPnet and U-Net were trained
on simulated and in vivo data to match the ground truth. The hybrid model showed better results
compared with: (1) FPnet only, (2) postprocessing (by U-Net) images reconstructed by FBP, and
(3) other traditional methods (FBP and model-based).

Lan et al. proposed a knowledge infusion generative adversarial network (Ki-GAN). As a
combined network, Ki-GAN had two branches, which got information from reconstructed
images and the raw data.'”” Compared with Y-net, Ki-GAN had a more complex architecture.
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A knowledge embedding branch (KEB, which is a CNN with a three-layer inception block archi-
tecture) was used to extract information in the generator. Information from the two branches
were merged by a four-layer CNN to reconstruct the final image. The architectures of Ki-GAN
and KEB are shown in Figs. 5(a) and 5(b). The discriminator penalized the texture at the scale
of patches.'®" The model implemented an information-rich LF in the form of the linear combi-
nation of several MSE loss terms to improve feature extraction. Compared to Ki-GAN with
DAS, U-Net (including direct reconstruction and postprocessing), and the iteration method
(10 steps), Ki-GAN yielded the best results in terms of SSIM, PSNR, and SNR. The results of
the in vivo experiment are shown in Fig. 5(c). Meanwhile, Ki-GAN was much faster than the
iteration method (0.025 versus 331.51 s).

In traditional PA image reconstruction, certain computation tasks can be accomplished using
DL for stronger fitting capability and faster speed. For example, DL can be applied to learn the
parameters of traditional reconstruction methods. Dynamic aperture length (DAL) correction is
one solution to the non-ideal detection problem.'®>!®* In 2018, Schwab et al. proposed a frame-
work named DALnet, in which an image was first reconstructed by UBP with DAL correction,
and then processed by a CNN network (U-Net with a residual connection) to address the limited-
view and under-sampling problem.!”® The weights of the DAL correction and the U-Net were
jointly trained. The output of the model was compared with those of UBP and a model-based
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Fig. 5 The architecture of Lan et al.’s model. (a) The overall architecture of Ki-GAN; KEB repre-
sents convolutional layers; DAS: delay and sum reconstruction. (b) The detailed architecture of
KEB. (c) PA images of rat thigh reconstructed by iterative algorithm with 10 iterations (column 1),
U-Net (column 2), and Ki-GAN (column 3).
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method in terms of total variation, and DALnet was superior in both image quality and comput-
ing speed. After this work, Schwab et al. also proposed a similar network to learn the weights in
UBP to improve the PAT image quality under limited-view and sparse-sampling conditions.'*
The network only had two layers. The first layer received raw data as input and carried out
temporal filtering without any trainable weights, and the second layer performed back projection
with adjustable weights. The following conditions were considered: limited view, sparse sam-
pling, and limited-view plus sparse sampling. The network-assisted UBP reduced the relative
errors of conventional UBP from 0.2002, 0.3461, and 0.3545 to 0.0912, 0.1806, and 0.1649, in
the three conditions, respectively.

Other approaches of combining FBP/DAS with DL have been developed as well. Under the
non-ideal detection conditions, DL has been used in FBP/DAS to replace the sum operation to
restore some of the lost information. Guan et al.''! proposed a DL model called pixel-wise DL
(Pixel-DL) for image reconstruction under limited-view and sparse sampling conditions. In
Pixel-DL, they back-projected the interpolated channel data to the image grid using a constant
SoS. Then the projected data group consisted of multiple channels were put into FD-UNet for
image reconstruction. The authors compared the performance of Pixel-DL to those of other PAT
image reconstruction methods, including TR, iterative reconstruction, post-DL (using FD-UNet
to process an image reconstructed by TR), and modified Direct-DL (using FD-UNet to recon-
struct PA image from raw data). Pixel-DL generated comparative results with the iterative
method, and both were better than the rest. In 2019, Kim et al.'” employed the same concept
and proposed a model using U-Net to reconstruct images in a linear array setting. The authors
reformatted the detected PA signals into multi-channel 3D (tensorial) data using prior knowledge
about the acoustic propagation delays and utilized a U-Net model to produce reconstructed
images. Compared with DAS, DMAS,'%*!%> model-based, and U-Net (for postprocessing),
the new model produced the best results when applied to simulated data. For the phantom and
in vivo data, the model provided superior contrast and resolution.

The model-based methods can be used to reconstruct images in the non-ideal detection con-
ditions. In some cases, high-quality images can be produced and used as the ground truth.'%
However, implementation of model-based reconstructions is often iterative, making them time-
consuming; to accelerate their speeds, DL models can be used.

Hauptmann et al.''? proposed a deep NN that learned the entire iteration process of a model-
based reconstruction algorithm for limited view and sparse sampling. The method was called
deep gradient descent (DGD). The current result and the gradient of the LF were used to calculate
the output of the next iteration by using a five-layer CNN. The network used a greedy approach,
in which every network output was used to match the ground truth. The planar array used in the
study inherently had a limited view, and sparse sampling was performed by a 16X random selec-
tion of transducer elements. When applied to simulated data, after two iterations DGD was able
to match the image quality of the traditional iterative method after 50 iterations. Transfer learning
was used to advance the training for the in vivo data. They used fully sampled images recon-
structed by the model-based method as the gold standard. The DGD after retraining produced
satisfactory results. In addition, the iterative methods seemed to be more robust than U-Net,
which was more sensitive to data variations. Later, Hauptmann et al.''® proposed a modified
DGD, called fast-forward PAT, which employed a multi-scale network, like a shallow U-Net,
to update the results. According to the test, with 4x subsampled data, FF-PAI with five itera-
tions produced comparable results to the model-based method with 20 iterations. Compared
with the conventional model-based method, FF-PAI reduced the computation time by a factor
of 32. Boink et al.%® proposed an L-PD model to perform image reconstruction and segmentation
simultaneously using the same network, and their method has been introduced in Sec. 3.1.
The result of image reconstruction and segmentation was generated in the first and second
channel, respectively. According to the authors, L-PD produced better results than FBP,
model-based method with TV, and postprocessing with U-Net, when noise and sparse sampling
were concerned.

Shan et al.'"* developed a CNN-based model to reconstruct the SoS and initial pressure
jointly using the framework of the model-based method. The updates of initial pressure and
SoS were computed based on three types of input: (1) the initial pressure distribution, (2) the
negative gradient of the L2 distance between the reconstructed image and the ground truth, and
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(3) the current SoS distribution. Feature extraction, feature fusion, and image reconstruction
were all processed by the CNN. The model produced satisfactory results, where the MAE for
SoS and the initial pressure were, respectively, (0.85 £ 0.33) X 1072 Pa and 1.24 £ 0.52 m/s
(mean = std) after four iterations on simulation data.

Yang et al.''* proposed a recurrent inference machine (RIM) based on an RNN to cal-
culate the update in each iteration step. The reconstruction results and the gradient of the
objective function (optimization equation) were used as inputs for the next iteration step.
Gated recurrent unit was used in this network.'®® This unit has an update gate and a reset
gate to avoid information loss. The first iteration input was calculated by multiplying the
detected signal by the adjoint of the acoustic transmission matrix. The authors compared
their results with those obtained using the DGD algorithm with five iterations, and RIM pro-
duced slightly better result. Compared with U-Net, RIM reduced the number of parameters by
almost fourteen times.

3.2.4 Use of DL in economical and portable PAl devices

DL was applied in some PAI systems to help achieve device miniaturization, cost reduction, and
image quality improvement. We will first introduce how DL helps to reconstruct images based on
single-channel DAQ. Then we will show how DL is used to enhance image quality in situations
where the light intensity is low (e.g., when LED are used), and the role of DL can be seen as
performing segmentation between target and noise. Again, U-Net and its variants are the most
popular architectures used.

In 2019, Lan et al.!'® developed a PACT system to provide real-time imaging. The imaging
system consisted of 120 sensing elements connected to a DAQ unit with only a single channel. In
their system, the 120-channel signals were overlaid directly into 4-channel signals before being
fed into a delay-line module, allowing the signals to be temporally separable and combined into a
single channel. Subsequently, the final output (single channel) could be separated into four chan-
nels, from which the authors used a DL network to reconstruct the PA images. The architecture
of the network was also an autoencoder where the encoder was LSTM and the decoder was
CNN. They were connected by fully connected layers. Compared to DAS with 120 channels,
the proposed model could perform image reconstruction faster (28 versus 159 ms) with satis-
factory result on phantom data (four black balls in agarose gel). This demonstrated the potential
of the single-channel DAQ for high-speed low-cost operation.

Pulsed laser diodes (PLD) and LED are stable, affordable, and compact alternative light
sources for PAL. However, their output energy is low, typically in the range of nlJ/pulse to
uJ /pulse.!'® The low energy leads to low signal intensity and thus reduced image quality.
A favorable property of PLD/LED is that they have high repetition frequency, typically on the
order of kHz and above. A common method for denoising is averaging, at the expense of tem-
poral resolution. Yet, even with averaging the image quality of the PLD/LED-based systems is
suboptimum compared to their bulk-laser-based counterparts.

In 2018, Anas et al. proposed a model that consisted of series of dense convolutional layers'®’
to improve the quality of a 2D LED-based PA image.''® In addition to the final output, it also has
two outputs in the middle layers that were all fed into LF to train model. A number of raw data
frames were averaged and reconstructed by DAS as input. The model could increase frame rate
by 6 times compared to the conventional averaging approach, with a mean PSNR of 34.5 dB and
amean SSIM of 0.86. Then Anas et al.''” combined CNN and ConvLSTM to improve the quality
of these images. Its architecture is shown in Fig. 6(a). The inputs of the network were a sequence
of PA images. The model used CNN to extract spatial features, whereas ConvLSTM'®® was
employed to exploit the temporal correlation among the images. The input is a sequence of
averaged PA images. In a phantom experiment (phantom: a wire and a tube filled with gold
nanoparticles), the network increased the frame rate by 8.1 times compared to the CNN-only
method.

Kerrick et al.'" also proposed an encoder-decoder with atrous convolution (called as
Nyquist convolution) on input layer to predict the location of circular chromophore targets
in tissue mimicking a strong scattering background. It can achieve micron level accuracy
on simulated data. For in vivo data, the network significantly improved the image quality.
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Fig. 6 The architecture of (a) Anas et al.’s network and (b) Johnstonbaugh et al.’s network. Details
of the residual convolution module and the upsampling module are also provided.

In 2019, Johnstonbaugh et al.'* also proposed an encoder—decoder model for the direct recon-
struction of point targets under low illumination intensity. The model was based on U-Net whose
architecture is shown in Fig. 6(b). In each of the last two layers, a high field-of-view convolution
module (5 X 5) was applied in between the encoder and decoder. The down sampling designs
(Nyquist convolution) reduced the network size and sped up the calculations. The model suc-
cessfully imaged a deep vessel target with an accurate estimation of its position on AcousticX
system, while the corresponding image reconstructed by FBP was noisy and difficult to interpret.
The model also produced good multi-target localization results.

For postprocessing tasks, U-Net was typically used. Hariri et al. used a modified U-Net,
termed multi-level wavelet-CNN, in which the pooling operations were replaced by discrete
wavelet transform (DWT), and pooling operations were replaced by DWT, and the upsampling
operations were replaced by inverse wavelet transform, to enhance PA image quality in a low
SNR setting.''® They used the PA images taken at a fluence of 17 mJ/pulse as the ground truth
and then reduced the laser fluence down to 0.95 and 0.25 mJ/pulse to train the network. In
in vivo experiment, mice injected with various concentrations of methylene blue (MB) were
imaged, and the CNR improvement factor was 1.55, 1.76, 1.62, and 1.48 for a dye concen-
tration of 0.05, 0.1, 1.0, and 5.0 mM, respectively. Similarly, Singh et al. used a U-Net network
to enhance the image quality of LED-based PAL'?! The targets were small tubes filled with MB
or indocyanine green (ICG) in a water bath. PA images were obtained using one LED system
and two OPO systems. The network was trained with images obtained by the two OPO systems
and tested with images acquired by the LED-based system. The DL network improved the
SNR by ~30%. Manwar et al.'* also reported a similar idea and used U-Net to enhance the
SNR of deep structures in brain tissue. They got B-scan images from an ex vivo sheep brain by
a linear array at 20 and 100 mJ as the input and the label, respectively. They also evaluated
several LFs including MAE, MSE, SSIM, multi-scale SSIM (MS-SSIM), and some combina-
tions of these factors (MS-SSIM + MSE and MS-SSIM + L1). The network can enhance image
quantity effectively, and the networks with combined LF got better performance. To improve
SNR, some novel network structures can be used, such as denoising convolutional neural
network.'®

3.3 Quantitative Photoacoustic Imaging

With known spectral profiles of the major tissue chromophores, the goal of QPAI is to image the
concentrations of the molecular targets through a process known as the optical inversion. Because
of wavelength-dependent light absorption and scattering, the fluence spectrum in deep tissue is
unknown, thus the absorption spectrum cannot be directly inferred from the PA spectrum.
Traditional QPALI strategies often rely on overly ideal assumptions, such as piecewise constant
optical properties, a priori knowledge of scattering coefficients, and homogeneous (and known)
background optical properties.’>* Among the developed methods, model-based iterative
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Table 4 Network architectures used in QPAI

Task categories Network architecture

Calculate sO,, chromophore concentration, U-Net, 2123129 Aytoencoder,'® Simple NN, '8! and
or fluence spectra LSTM&CNN applied in traditional methods'®?
Generate mask for trusted zones U-Net'27-12°

optimization can provide relatively accurate solutions but are time-consuming and sensitive to
quantification errors in the PA images.!”*!”! Diffuse optical tomography can facilitate fluence
distribution estimation but tends to increase system complexity and cost.'”> In recent years,
DL methods were applied to solve the QPAI problem with great success. The main reason why
NNss are suitable for QPAT is that they are good at solving non-linear problems. Autoencoder with
the end-to-end architecture is suitable for QPAIL, in which the input is the PA images acquired at
different wavelengths, whereas the output is the concentration map of the target molecules. In
these tasks, U-Net and its variants as well as fully connected networks were commonly applied.
Most of the works involved estimating the concentration maps for the whole tissue or manually
segmented regions of interest. However, the prediction results were poor in areas with weak opti-
cal absorption. It would be beneficial to extract trusted regions with sufficiently high SNR for
quantitative analysis. The DL-assisted QPAI tasks and applied networks are shown in Table 4.

In 2017, Kirchner et al.'”® used an ML method based on random forest regression to perform
fluence estimation and tested its performance using simulated data. The method relied only on
the local PA signal near the target and did not make use of either the global information or any
feature extraction schemes such as deep NNs. In 2018, Cai et al.*> applied an end-to-end NN for
the simultaneous imaging of oxygen saturation (sO,) and concentration of ICG using multi-
wavelength PA images as input, taking advantage of DL’s strong ability to represent complex
mapping. Their network, shown in Fig. 7(a), was a modified U-Net with embedded residual
structures. According to their simulation, the mean estimation errors of sO, and ICG concen-
tration were 0.76% and 3.26% for the circular phantom, and 0.51% and 7.51% for the digital
mouse. The imaging result of the digital mouse is shown in Figs. 7(b) and 7(c). This model
exhibited certain immunity to noise with relative error as low as 1.43% (20 dB SNR) and
16.8% (10 dB SNR). Hoffer-Hawlik et al.'® developed absO2luteU-Net, which used a new
activation function with ELU instead of the ReLU in U-Net to calculate sO, based on dual-color
PA image (700 and 900 nm). The model produced an RMSE and SO-RMSE of 4.49% and
18.4%, respectively, compared to 75.5% and 64.8% by linear unmixing. AbsO2luteU-Net
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Fig. 7 (a) The ResU-Net architecture implemented by Cai et al. (b) Simultaneously reconstructed
sO, map (gray) and ICG concentration (color). (c) Absolute sO, error (gray) and relative ICG con-
centration error (color). Scale bars: 5 mm.
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exhibited surprisingly low-noise sensitivity, the pixel-wise RMSE remained <6% when the SNR
varied from 0 to 20 dB. Chen et al.'** used a U-Net with the leaky ReLU activation function to
calculate optical absorption. The input of network is the reconstructed images obtained at a
single wavelength, and the output is the optical absorption map. The LF used was the summation
of MSE and the TV regularization term. The relative error of the outputs in different absorption
backgrounds was <10%.

In addition to the simple U-Net, Yang et al. presented a combination model, called deep
residual and recurrent NN, to estimate sO, from the initial pressure images taken at two
wavelengths.'”> The networks used complex layers including convolution branch and residual
branch in U-Net. According to simulation, the error generated by the network was as low as
1.43% compared with 62.39% by linear unmixing. Because only two wavelengths were used,
the estimation process took only 18.4 ms. In 2019, Yang et al.'*® proposed a complex autoen-
coder called EDA-net, which was intended specifically for QPAI to achieve accurate quantifi-
cation of sO, from PA images acquired at 21 wavelengths (700 to 800 nm in 5-nm steps).
EDA-net had an encoder path to extract information, a decoder path to accept feature images
and calculate sO,, and several aggregation nodes to mix information. They were built by con-
volutional layers. Each layer of the encoder path was connected to each layer of the decoder path
by aggregation nodes. Compared with linear unmixing, ResU-Net, U-Net++,'" and EDA-net
were superior. The authors also found that when the number of wavelengths was increased to
more than nine, the mean error did not decrease significantly. In addition to this automatic
encoder structure (including U-Net and its variants), Grohl et al.'' used a nine-layer fully con-
nected NN to reconstruct sO, from initial pressure images with 26 wavelengths (700 to 950 nm,
step size 10 nm) in 2019. The model operated in a pixel-wise manner, meaning that local infor-
mation, rather than global information, was employed. For in vivo data of porcine brain and
human forearm, the network’s output of 90% and 98% was close to the expected arterial blood
oxygenation values of healthy subjects compared with linear unmixing (68% and 80%, respec-
tively). This was the first attempt to apply DL on in vivo QPAI data, and the results were superior
to those obtained using linear spectral unmixing.

Durairaj et al.'** proposed an unsupervised learning approach for PA spectral unmixing.
Their model included two networks: an initialization network and an unmixing network.
The weights of the initialization network were used as the initial weights for the unmixing
network. The initialization network was a pixel-wise model. The number of input and output
nodes was equal to the number of wavelengths (six in their case), and the number of hidden
nodes was equal to the number of targets (three in their case, which were HbO,, ICG, and Hb).
The LF was the L1 norm of the difference between the input and the output. The unmixing
network had more channels and used the whole set of multi-spectral images as input. The
numerical phantom had three molecular targets (HbO,, ICG, and Hb). In terms of estimation
accuracy, the model was similar to linear unmixing, but it did not need prior knowledge about
the absorption spectra.

Eigenspectra multi-spectral optoacoustic tomography is a model to calculate light fluence in
deep tissue.!” Olefir et al.'** combined the eigenspectra concept and DL and named the new
method as DL-eMSOT. They used LSTM and CNN to calculate the weights of four spectral
bases for predicting the eigenfluence. The eigenfluence of every pixel was generated by inter-
polation and sO, was calculated by linear unmixing. In the in vivo experiment, they inserted a
tube filled with porcine blood of known oxygenation (0% or 100%) into the animal. For most
cases, DL-eMSOT outperformed eMSOT. Furthermore, the calculation speed of DL-eMSOT was
60 times faster.

For generating mask of trusted regions, Grohl et al.”~’ presented a framework in which esti-
mation confidences were used to increase the quantification accuracy. They used a CNR map
corresponding to the initial pressure image and a U-Net network to create a joint mask. The input
of the network was multi-spectral PA images and the output was a relative error map of optical
absorption. It only selected the overlap regions between the two maps for evaluation to increase
the quantification accuracy. To prove that their method was effective, the authors applied it to
three different QPAI methods: naive fluence correction (using a simple MC to calculate the light
fluence and simulated the initial pressure), fluence correction (using U-Net to calculate the light
fluence and the initial pressure), and direct absorption estimation (using U-Net to calculate the
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absorption coefficient directly). The results showed an accuracy increase of nearly 80% when
applying a 50% confidence threshold in the direct absorption estimation model, which also pro-
duced the best results among the three models. Luke et al. presented O-net, in which two U-Nets
shared the same input and were combined to estimate the vascular sO, and segment the blood
vessels. The input of the network was dual-wavelengths PA data.!”® In their results, sO, was
estimated only in the blood vessels (as segmented by the ground-truth oxygen maps) when the
network was trained. The model exhibited certain immunity to noise and produced absolute
errors of 5.1% and 13.0% when the SNR was 25 and 5 dB, respectively. Bench et al. used two
simple U-Nets for the segmentation and sO, estimation of 3D PA images.'’® The network was
trained on a data set generated numerically using 3D vessel models acquired from CT scans of
human lung vessels. In the simulation, a skin model consisting of the epidermis, dermis, and
hypodermis layers with different optical properties was applied. They used the segmentation
results to generate a mask to calculate the mean sO, and found the mean difference between
the ground truth and the output to be 0.3%, with a standard deviation of 6.3%.

4 Discussion

4.1 Network Architecture and LF

As discussed earlier, the information loss due to deficient signal detection has been a major
roadblock for the development of PAIL

According to the published results, we find that: (1) U-Net is almost a panacea that has been
applied in most of the tasks; (2) the application of DL in the traditional reconstruction frame-
works usually generates better results than other approaches; and (3) the better results are often
accompanied by increased network complexity, such as more branches,’®'?® more connec-
tions,**®” and more complex layers or blocks.'%":14

Is there a more fundamental design principle? Can we design networks based on physics and
generate interpretable structures that correspond to the first-principal process? Since interpret-
ability is associated with the trustworthiness, expandability, and sustainable development of the
DL approaches, complementing the data-driven approaches with explainable ingredients or top-
down designs has been a major endeavor for current and future research.'”’

Supplementing the missing information is also one of the major aims of network design.
Combining DL with traditional reconstruction methods is a good choice, which has yielded good
results in all types of task.®1%*11%132 Among them, applying DL in iterative model-based meth-
ods to calculate the update or the regularization term has been the most successful, probably
because it can best leverage the prior information about the PA physics and the imaged object.
In addition, the iterative method is more robust than other models (including preprocessing
model, postprocessing model, and direct reconstruction model).''?

People often use MSE as a common LF, but more items (such as SSIM, PSNR, and PC?*:1%%)
can be added for various purposes such as better information extraction and faster convergence.
Notably, GAN is an emerging network'®*!"” whose LF contains a network that is being simul-
taneously trained. The GAN network has been shown to recover fine details better.

Real-time data processing and display are important for clinical applications, and currently
most PAI systems are based on personal computers or FPGAs. Limited by the available comput-
ing resources, people have to pay close attention to the computational complexity and the overall
size when designing the network. The exploratory works in the CV field, such as SqueezeNet,'”
MobileNet,'” and ShuffleNet,'*® may be inspiring for the development of future DL-assisted
PAI systems with small size and high speed.

4.2 Data Set

The availability of high-quality data set is of paramount importance to the success of the DL
methods. A prominent example is the development of CNNs, which were made possible by
ImageNet.'®! However, PAI is an emerging technology lacking high-quality data sets. The fol-
lowing remedies were used in the PAI community to alleviate the problem.
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o Using simulated data. It is a common method to build data sets, which is covered in
Sec. 2.2.2.

o Data augmentation. It can be used to generate more data from the existing data. Common
methods include random pixel shifting, rotation, cropping, warping, vertical and horizontal
flipping, and adding noise.”®’>

o Transfer learning. It is a commonly used technique, in which the network is pretrained on
public/simulated data before being retrained on a more relevant, high-quality data set with
limited size.”*!"?

o Network downsizing. It can be used to reduce the input size. For example, when the input is
cropped from 256 X 256 to 64 x 64, the size of the data set is equivalently increased.'?*!%!
In addition, it can reduce the number of network parameters so that the network can be
trained with fewer data.

o Unsupervised model. Tt is an alternative option where no ground truth is needed.'*

Despite the above-mentioned solutions, large, high-quality PA data sets are bound to facili-
tate the development of DL-PAI. On the one hand, a high-quality data set makes network devel-
opment more efficient, reliable, and flexible. On the other hand, there is no effective way to
compare the performance of different models. This is to a large extent because the systems and
methods used by different research groups are vastly diverse, and intermural standards for the
imaging data and evaluation metrics do not exist. Most importantly, building a high-quality and
sizable database tailored for PAI is necessary. Fortunately, some organizations have begun build-
ing such data sets.®

Currently, building data sets and applying them in real-world applications remain challeng-
ing. Since DL models are unexplainable, one is unsure whether a model is solely dependent on
the physics of image formation, or it is also affected by specific image features. One must be
aware that once the network parameters are coupled with image features, it can hallucinate based
on what it has learnt, so one must confirm the result by comparing it with the ground truth.
Because the image features of PA are unique, it is difficult to obtain a gold standard image using
other modalities such as MRI, and without such ground-truth knowledge, how can we know that
the network is working properly? This is especially true for QPAI, since PAI is currently the only
imaging modality for sO, and chromophore concentration measurement (with high spatial res-
olution in great depth). Thus due to the lack of a reliable QPAI computation method, it is cur-
rently impossible to obtain the ground truth in live animals or humans. Developing realistic
phantoms for PAI and QPAI is thus an important future research direction.

In real applications, data balancing is also noteworthy. This means that the training set dis-
tributions will affect the predicted results.'®*'®* It is a general rule of thumb that the proportion of
each data type is consistent with that in the actual application. If the condition is unsatisfied,
applying weight parameters is a useful method to balance the data.®’

4.3 Reliability of Results

As we have briefly discussed in Sec. 4.2, in what condition, and to what extent can we trust an
image reconstructed by DL methods? For example, we have shown that DL can be used to
improve the image quality under limited-view detection. Since in the missing cone all informa-
tion is completely lost, what the NN does is to fill in the lost information as in super-resolution,
rather than to amplify weak frequency components as in deconvolution. Since a physical mecha-
nism for super-resolution is lacking (such as introducing non-linearity into the image formation
process), the true reason for the recovery of the missing frequency components may be that the
network recognizes the image features during training. This means that a network trained with
images acquired at the liver region would produce unrealistic features in the kidney by halluci-
nating. We expect that even for the imaging of the same organ (e.g., the breast), the network may
produce fake results if the target being imaged has features that are new to the network. The
situation will become worse when a network trained on one system is translated to another,
especially when the two systems have different types of probes and/or imaging targets. Thus
the study and verification of the generalizability of the DL networks are important.
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Tradition methods also perform well on promoting the PA image quality under non-ideal
detection.'®*!®> Generally speaking, they are currently more reliable than the DL methods.
Comparison between and integration of the traditional methods and the DL methods are impor-
tant future research directions.

4.4 Applications

Compared with the traditional modalities, such as CT, US, and MRI, PAI is an emerging imaging
modality, in which most clinicians do not have much experience. It is easier for doctors to accept
PAI if DL can be used to extract key image features or relevant physiological parameters for
auxiliary diagnosis.

For some clinical applications, information loss is inevitable. For hand-held probes, it is
difficult for common ultrasonic medical probes to receive wide-band PA signals (e.g., 0.1 to
10 MHz). Shallow features are prone to be affected by the sparse sampling, whereas the deep
features are more subject to limited view. In these situations, DL is an effective means to com-
pensate for the lost information. DL can also facilitate the development of low-cost and portable
equipment, which usually have reduced image quality. In such applications, building the data set
is comparatively easier and DL will play an important role. For example, one can get high-qual-
ity images using powerful lasers as the ground truth.

In addition to providing information about vascular morphology,'*® a unique capability pro-
vided by PA is the imaging of chromophore concentrations and sO, in tissue. Due to the lack of a
closed-form solution in these problems, data-based approaches (not limited to DL) have
achieved promising results.!”> We expect DL to play an increasingly important role in QPAI.

Specific devices incorporating DL can achieve good imaging results unachievable
otherwise.!"” Tt is believed that, combined with DL, novel PAI devices can be designed to meet
the needs of various applications. In particular, as 3D PAI is becoming increasingly popu-
lar, 0572104129 yging DL for 3D reconstruction, generating 3D images from 2D data, or processing
3D images are important future directions.

4.5 Conclusion

Despite the above challenges and difficulties, we envision that DL will continue to make great
impact for PA imaging. The unparalleled capability of DL in information extraction, fusion, and
high-speed processing is bound to bring PAI new vigor and opportunities. This review is thus not
a conclusion, but rather the herald of the exciting era of DL-based PA imaging.

Disclosures

The authors have no relevant financial interests in this article and no potential conflicts of interest
to disclose.

Acknowledgments

This research was funded by the National Natural Science Foundation of China (Nos. 61735016
and 61971265). The authors would like to thank Youwei Bao and Xiangxiu Zhang for assistance
with figure copyright application.

References

1. J. Laufer, “Photoacoustic imaging: principles and applications,” in Quantification of
Biophysical Parameters in Medical Imaging, 1. Sack and T. Schaeffter, Eds., pp. 303—
324, Springer International Publishing, Cham (2018).

2. J. Xia, J. Yao, and L. V. Wang, “Photoacoustic tomography: principles and advances,’
Electromagn. Waves 147, 1-22 (2014).

Journal of Biomedical Optics 040901-24 April 2021 « Vol. 26(4)


https://doi.org/10.2528/PIER14032303

B~ W

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

Deng et al.: Deep learning in photoacoustic imaging: a review

. L. Steinberg et al., “Photoacoustic clinical imaging,” Photoacoustics 14, 77-98 (2019).

. A. Rosencwaig and P. Griffiths, “Photoacoustic and photoacoustic spectroscopy,” Phys.
Today 34, 64 (1981).

. J. Yao and L. Wang, “Photoacoustic microscopy,” Laser Photonics Rev. 7, 758778

(2013).

J. Yao et al., “Noninvasive photoacoustic computed tomography of mouse brain metabo-

lism in vivo,” Neurolmage 64, 257-266 (2012).

A. A. Oraevsky et al., “Clinical optoacoustic imaging combined with ultrasound for cor-

egistered functional and anatomical mapping of breast tumors,” Photoacoustics 12, 30-45

(2018).

. Y. Zeng et al., “Photoacoustic and ultrasonic coimage with a linear transducer array,” Opt.

Lett. 29, 1760-1762 (2004).

L. Li et al., “Single-impulse panoramic photoacoustic computed tomography of small-ani-

mal whole-body dynamics at high spatiotemporal resolution,” Nat. Biomed. Eng. 1, 0071

(2017).

G. Diot et al., “Multispectral optoacoustic tomography (MSOT) of human breast cancer,”

Clin. Cancer Res. 23, 6912-6922 (2017).

M. Toi et al., “Visualization of tumor-related blood vessels in human breast by photoacous-

tic imaging system with a hemispherical detector array,” Sci. Rep. 7, 41970 (2017).

K. Fukutani et al., “Characterization of photoacoustic tomography system with dual illu-

mination,” Proc. SPIE 7899, 78992J (2011).

Y. Xu, D. Feng, and L. V. Wang, “Exact frequency-domain reconstruction for thermoacous-

tic tomography—I: planar geometry,” IEEE Trans. Med. Imaging 21(7), 823-828 (2002).

L. Kunyansky, “Fast reconstruction algorithms for the thermoacoustic tomography in cer-

tain domains with cylindrical or spherical symmetries,” Inverse Prob. Imaging 6, 111-131

(2012).

M. Xu and L. V. Wang, “Universal back-projection algorithm for photoacoustic computed

tomography,” Phys. Rev. E T1(1 Pt. 2), 016706 (2005).

Y. Xu and L. Wang, “Time reversal and its application to tomography with diffracting

sources,” Phys. Rev. Lett. 92, 033902 (2004).

Y. Hristova, P. Kuchment, and L. Nguyen, “Reconstruction and time reversal in thermoa-

coustic tomography in acoustically homogeneous and inhomogeneous media,” Inverse

Prob. 24, 055006 (2008).

G. Paltauf et al., “Iterative reconstruction algorithm for optoacoustic imaging,” J. Acoust.

Soc. Am. 112, 1536-1544 (2002).

A. Rosenthal, D. Razansky, and V. Ntziachristos, ‘“Fast semi-analytical model-based acous-

tic inversion for quantitative optoacoustic tomography,” [EEE Trans. Med. Imaging

29, 1275-1285 (2010).

C. Lutzweiler and D. Razansky, “Optoacoustic imaging and tomography: reconstruction

approaches and outstanding challenges in image performance and quantification,” Sensors

13, 7345-7384 (2013).

R. Amir, N. Vasilis, and R. Daniel, “Acoustic inversion in optoacoustic tomography: a

review,” Curr. Med. Imaging 9(4), 318-336 (2013).

B. Cox et al., “Quantitative spectroscopic photoacoustic imaging: a review,” J. Biomed.

Opt. 17, 061202 (2012).

P. Vaupel, F. Kallinowski, and P. Okunieff, “Blood flow, oxygen and nutrient supply, and

metabolic microenvironment of human tumors: a review,” Cancer Res. 49(23), 6449—6465

(1989).

M. Li et al., “Simultaneous molecular and hypoxia imaging of brain tumors in vivo using

spectroscopic photoacoustic tomography,” Proc. IEEE 96(3), 481-489 (2008).

L. Wang, H.-I. Wu, and B. Masters, “Biomedical optics: principles and imaging,”

J. Biomed. Opt. 13, 049902 (2008).

M. Li, Y. Tang, and J. Yao, “Photoacoustic tomography of blood oxygenation: a mini

review,” Photoacoustics 10, 65-73 (2018).

A. Voulodimos et al., “Deep learning for computer vision: a brief review,” Comput. Intell.

Neurosci. 2018, 1-13 (2018).

Journal of Biomedical Optics 040901-25 April 2021 « Vol. 26(4)


https://doi.org/10.1016/j.pacs.2019.05.001
https://doi.org/10.1063/1.2914619
https://doi.org/10.1063/1.2914619
https://doi.org/10.1002/lpor.201200060
https://doi.org/10.1016/j.neuroimage.2012.08.054
https://doi.org/10.1016/j.pacs.2018.08.003
https://doi.org/10.1364/OL.29.001760
https://doi.org/10.1364/OL.29.001760
https://doi.org/10.1038/s41551-017-0071
https://doi.org/10.1158/1078-0432.CCR-16-3200
https://doi.org/10.1038/srep41970
https://doi.org/10.1117/12.873690
https://doi.org/10.1109/TMI.2002.801172
https://doi.org/10.3934/ipi.2012.6.111
https://doi.org/10.1103/PhysRevE.71.016706
https://doi.org/10.1103/PhysRevLett.92.033902
https://doi.org/10.1088/0266-5611/24/5/055006
https://doi.org/10.1088/0266-5611/24/5/055006
https://doi.org/10.1121/1.1501898
https://doi.org/10.1121/1.1501898
https://doi.org/10.1109/TMI.2010.2044584
https://doi.org/10.3390/s130607345
https://doi.org/10.2174/15734056113096660006
https://doi.org/10.1117/1.JBO.17.6.061202
https://doi.org/10.1117/1.JBO.17.6.061202
https://doi.org/10.1097/00002820-198912000-00001
https://doi.org/10.1109/JPROC.2007.913515
https://doi.org/10.1117/1.2976007
https://doi.org/10.1016/j.pacs.2018.05.001
https://doi.org/10.1155/2018/7068349
https://doi.org/10.1155/2018/7068349

28

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.
51.

52.

53.

54.

Deng et al.: Deep learning in photoacoustic imaging: a review

. T. Young et al., “Recent trends in deep learning based natural language processing [review
article],” IEEE Comput. Intell. Mag. 13(3), 55-75 (2018).

K. S. Valluru and J. K. Willmann, “Clinical photoacoustic imaging of cancer,”
Ultrasonography 35(4), 267-280 (2016).

H.-M. Zhang and B. Dong, “A review on deep learning in medical image reconstruction,”
J. Oper. Res. Soc. China 8, 311-340 (2020).

K. Suzuki, “Overview of deep learning in medical imaging,” Radiol. Phys. Technol. 10(3),
257-273 (2017).

S. Antholzer et al., “Photoacoustic image reconstruction via deep learning,” Proc. SPIE
10494, 104944U (2018).

J.-G. Lee et al., “Deep learning in medical imaging: general overview,” Korean J. Radiol.
18, 570 (2017).

O. Ronneberger, P. Fischer, and T. Brox, “U-net: convolutional networks for biomedical
image segmentation,” Lect. Notes Comput. Sci. 9351, 234-241 (2015).

C. Cai et al., “End-to-end deep neural network for optical inversion in quantitative photo-
acoustic imaging,” Opt. Lett. 43(12), 2752-2755 (2018).

H. Lan et al., “Y-net: hybrid deep learning image reconstruction for photoacoustic tomog-
raphy in vivo,” Photoacoustics 20, 100197 (2020).

N. Davoudi, X. L. De4dn-Ben, and D. Razansky, “Deep learning optoacoustic tomography
with sparse data,” Nat. Mach. Intell. 1(10), 453-460 (2019).

S. Liu et al., “Deep learning in medical ultrasound analysis: a review,” Engineering S,
261-275 (2019).

S. Bahrampour et al., “Comparative study of deep learning software frameworks,’
arXiv:1511.06435 (2015).

B. T. Cox and P. C. Beard, “Fast calculation of pulsed photoacoustic fields in fluids using
k-space methods,” J. Acoust. Soc. Am. 117, 3616-3627 (2005).

B. Treeby and B. Cox, “k-Wave: MATLAB toolbox for the simulation and reconstruction
of photoacoustic wave fields,” J. Biomed. Opt. 15(2), 021314 (2010).

B. Treeby, E. Zhang, and B. Cox, “Photoacoustic tomography in absorbing acoustic media
using time reversal,” Inverse Prob. 26, 115003-115020 (2010).

B. Parvitte et al., “Quantitative simulation of photoacoustic signals using finite element
modelling software,” Appl. Phys. B 111, 383-389 (2013).

Y.-L. Sheu et al., “Photoacoustic wave propagation simulations using the FDTD method
with Berenger’s perfectly matched layers,” Proc. SPIE 6856, 685619 (2008).

C. Sowmiya and A. Thittai, “Simulation of photoacoustic tomography (PAT) system in
COMSOL(R) and comparison of two popular reconstruction techniques,” Proc. SPIE
10137, 1013710 (2017).

X. Zhou et al., “Evaluation of fluence correction algorithms in multispectral photoacoustic
imaging,” Photoacoustics 19, 100181 (2020).

T. Li, S. Jacques, and S. Prahl, “mcxyz.c, a 3D Monte Carlo simulation of heterogeneous
tissues” (2017).

M. A. Mastanduno and S. S. Gambhir, “Quantitative photoacoustic image reconstruction
improves accuracy in deep tissue structures,” Biomed. Opt. Express 7(10), 3811-3825
(2016).

B. R. N. Matheus and H. Schiabel, “Online mammographic images database for develop-
ment and comparison of CAD schemes,” J. Digital Imaging 24(3), 500-506 (2011).
https://drive.grand-challenge.org/DRIVE/.

Y. Lou et al., “Generation of anatomically realistic numerical phantoms for photoacoustic
and ultrasonic breast imaging,” J. Biomed. Opt. 22(4), 041015 (2017).

B. Dogdas et al., “Digimouse: a 3D whole body mouse atlas from CT and cryosection
data,” Phys. Med. Biol. 52, 577-587 (2007).

D. Stout et al., “Creating a whole body digital mouse atlas with PET, CT and cryosection
images,” Mol. Imaging Biol. 4(4), S27 (2002).

L. A. Shepp and B. F. Logan, “The Fourier reconstruction of a head section,” IEEE Trans.
Nucl. Sci. 21(3), 21-43 (1974).

Journal of Biomedical Optics 040901-26 April 2021 « Vol. 26(4)


https://doi.org/10.1109/MCI.2018.2840738
https://doi.org/10.14366/usg.16035
https://doi.org/10.1007/s40305-019-00287-4
https://doi.org/10.1007/s12194-017-0406-5
https://doi.org/10.1117/12.2290676
https://doi.org/10.3348/kjr.2017.18.4.570
https://doi.org/10.1007/978-3-319-24574-4_28
https://doi.org/10.1364/OL.43.002752
https://doi.org/10.1016/j.pacs.2020.100197
https://doi.org/10.1038/s42256-019-0095-3
https://doi.org/10.1016/j.eng.2018.11.020
https://doi.org/10.1121/1.1920227
https://doi.org/10.1117/1.3360308
https://doi.org/10.1088/0266-5611/26/11/115003
https://doi.org/10.1007/s00340-013-5344-2
https://doi.org/10.1117/12.764416
https://doi.org/10.1117/12.2254450
https://doi.org/10.1016/j.pacs.2020.100181
https://doi.org/10.1364/BOE.7.003811
https://doi.org/10.1007/s10278-010-9297-2
https://drive.grand-challenge.org/DRIVE/
https://drive.grand-challenge.org/DRIVE/
https://drive.grand-challenge.org/DRIVE/
https://doi.org/10.1117/1.JBO.22.4.041015
https://doi.org/10.1088/0031-9155/52/3/003
https://doi.org/10.1109/TNS.1974.6499235
https://doi.org/10.1109/TNS.1974.6499235

55

56.

57.
58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.

79.

Deng et al.: Deep learning in photoacoustic imaging: a review

. A. Dorr, J. G. Sled, and N. Kabani, “Three-dimensional cerebral vasculature of the CBA
mouse brain: a magnetic resonance imaging and micro computed tomography study,”
Neurolmage 35(4), 1409-1423 (2007).

VIA Research Group, Cornell University, “VIA/I-ELCAP public access research data-
base,” 2010, https://www.via.cornell.edu/databases/lungdb.html.

Q. Yang et al., “Big Data from CT Scanning” (2015).

R. S. Lee et al., “A curated mammography data set for use in computer-aided detection and
diagnosis research,” Sci. Data 4(1), 170177 (2017).

M. Heath et al., “The digital database for screening mammography,” in Proceedings of the
Fifth International Workshop on Digital Mammography, M. J. Yaffe, Ed., pp. 212-218,
Medical Physics Publishing (2001).

M. Heath et al., “Digital database for screening mammography: 1998, in Digital
Mammography, pp. 457-460, Kluwer Academic Publishers; Proceedings of the Fourth
International Workshop on Digital Mammography (1998).

Y. Lou et al., “Generation of anatomically realistic numerical phantoms for photoacoustic
and ultrasonic breast imaging,” J. Biomed. Opt. 22(4), 041015 (2017).

Y. Ma et al., “Human breast numerical model generation based on deep learning for photo-
acoustic imaging,” in 42nd Annu. Int. Conf. IEEE Eng. Med. and Biol. Soc., pp. 1919-1922
(2020).

S. Bohndiek et al., “International photoacoustic standardisation consortium (IPASC): over-
view (conference presentation),” Proc. SPIE 10878, 108781N (2019).

C. Yang et al., “Review of deep learning for photoacoustic imaging,” Photoacoustics 21,
100215 (2021).

H. Andreas and T. C. Ben, “Deep learning in photoacoustic tomography: current
approaches and future directions,” J. Biomed. Opt. 25(11), 112903 (2020).

J. Grohl et al., “Deep learning for biomedical photoacoustic imaging: a review,’
Photoacoustics 22, 100241 (2021).

U. Algasemi et al., “Recognition algorithm for assisting ovarian cancer diagnosis from
coregistered ultrasound and photoacoustic images: ex vivo study,” J. Biomed. Opt. 17,
126003 (2012).

Y. Boink, S. Manohar, and C. Brune, “A partially learned algorithm for joint photoacoustic
reconstruction and segmentation,” IEEE Trans. Med. Imaging 39, 129—-139 (2019).

A. R. Rajanna et al., “Prostate cancer detection using photoacoustic imaging and deep
learning,” Electron. Imaging 2016, 1-6 (2016).

J. Zhang et al., “Photoacoustic image classification and segmentation of breast cancer: a
feasibility study,” IEEE Access T, 5457-5466 (2019).

K. Jnawali et al., “Transfer learning for automatic cancer tissue detection using multispec-
tral photoacoustic imaging,” Proc. SPIE 10950, 109503W (2019).

K. Jnawali et al., “Deep 3D convolution neural network for CT brain hemorrhage clas-
sification,” Proc. SPIE 10575, 105751C (2018).

K. Jnawali et al., “Automatic cancer tissue detection using multispectral photoacoustic
imaging,” Int. J. Comput. Assist. Radiol. Surg. 15(2), 309-320 (2020).

S. Moustakidis et al., “Fully automated identification of skin morphology in raster-scan
optoacoustic mesoscopy using artificial intelligence,” Med. Phys. 46(9), 4046-4056 (2019).
N. Dhengre et al., “Computer aided detection of prostate cancer using multiwavelength
photoacoustic data with convolutional neural network,” Biomed. Signal Process.
Control 60, 101952 (2020).

S. Nitkunanantharajah et al., “Three-dimensional optoacoustic imaging of nailfold capil-
laries in systemic sclerosis and its potential for disease differentiation using deep learning,”
Sci. Rep. 10(1), 16444 (2020).

N. Chlis et al., “A sparse deep learning approach for automatic segmentation of human
vasculature in multispectral optoacoustic tomography,” Photoacoustics 20, 100203 (2020).
L. Berkan et al., “Efficient segmentation of multi-modal optoacoustic and ultrasound
images using convolutional neural networks,” Proc. SPIE 11240, 112402N (2020).

X. Chen, W. Qi, and L. Xi, “Deep-learning-based motion-correction algorithm in optical
resolution photoacoustic microscopy,” Visual Comput. Ind. Biomed. Art 2, 12 (2019).

Journal of Biomedical Optics 040901-27 April 2021 « Vol. 26(4)


https://doi.org/10.1016/j.neuroimage.2006.12.040
https://www.via.cornell.edu/databases/lungdb.html
https://www.via.cornell.edu/databases/lungdb.html
https://www.via.cornell.edu/databases/lungdb.html
https://www.via.cornell.edu/databases/lungdb.html
https://www.via.cornell.edu/databases/lungdb.html
https://doi.org/10.1038/sdata.2017.177
https://doi.org/10.1117/1.JBO.22.4.041015
https://doi.org/10.1109/EMBC44109.2020.9176298
https://doi.org/10.1117/12.2506044
https://doi.org/10.1016/j.pacs.2020.100215
https://doi.org/10.1117/1.JBO.25.11.112903
https://doi.org/10.1016/j.pacs.2021.100241
https://doi.org/10.1117/1.JBO.17.12.126003
https://doi.org/10.1109/TMI.2019.2922026
https://doi.org/10.2352/ISSN.2470-1173.2016.15.IPAS-189
https://doi.org/10.1109/ACCESS.2018.2888910
https://doi.org/10.1117/12.2506950
https://doi.org/10.1117/12.2293725
https://doi.org/10.1007/s11548-019-02101-1
https://doi.org/10.1002/mp.13725
https://doi.org/10.1016/j.bspc.2020.101952
https://doi.org/10.1016/j.bspc.2020.101952
https://doi.org/10.1038/s41598-020-73319-2
https://doi.org/10.1016/j.pacs.2020.100203
https://doi.org/10.1117/12.2543970
https://doi.org/10.1186/s42492-019-0022-9

80

1.

82.

3.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.

102.

103.

104.

Deng et al.: Deep learning in photoacoustic imaging: a review

. S. Gutta et al.,, “Deep neural network-based bandwidth enhancement of photoacoustic
data,” J. Biomed. Opt. 22, 116001 (2017).

H. Lan et al., “Deep learning approach to reconstruct the photoacoustic image using multi-
frequency data,” in IEEE Int. Ultrason. Symp., pp. 487-489 (2019).

H. Lan et al., “Reconstruct the photoacoustic image based on deep learning with multi-
frequency ring-shape transducer array,” in 41st Annu. Int. Conf. IEEE Eng. Med. and Biol.
Soc., pp. 7115-7118 (2019).

S. Antholzer, M. Haltmeier, and J. Schwab, “Deep learning for photoacoustic tomography
from sparse data,” Inverse Prob. Sci. Eng. 27, 987-1005 (2019).

P. Farnia et al., “High-quality photoacoustic image reconstruction based on deep convolu-
tional neural network: towards intra-operative photoacoustic imaging,” Biomed. Phys. Eng.
Express 6(4), 045019 (2020).

J. Deng et al., “Unet-based for photoacoustic imaging artifact removal,” in Imaging and
Appl. Opt. Cong., OSA Technical Digest, JTh2A.44 (2020).

S. Guan et al., “Fully dense UNet for 2D sparse photoacoustic tomography artifact
removal,” IEEE J. Biomed. Health. Inf. 24, 568-576 (2020).

A. DiSpirito et al., “Reconstructing undersampled photoacoustic microscopy images using
deep learning,” IEEE Trans. Med. Imaging 40(2), 562-570 (2021).

S. Antholzer et al., “NETT regularization for compressed sensing photoacoustic tomog-
raphy,” Proc. SPIE 10878, 108783B (2019).

N. Awasthi et al., “Sinogram super-resolution and denoising convolutional neural network
(SRCN) for limited data photoacoustic tomography,” arXiv:2001.06434 (2020).

J. Zhou et al., “Photoacoustic microscopy with sparse data by convolutional neural net-
works,” Photoacoustics 22, 100242 (2021).

D. Waibel et al., “Reconstruction of initial pressure from limited view photoacoustic
images using deep learning,” Proc. SPIE 10494, 104942S (2018).

H. Deng et al., “Machine-learning enhanced photoacoustic computed tomography in a
limited view configuration,” Proc. SPIE 11186, 111860J (2019).

E. M. A. Anas et al., “Robust photoacoustic beamforming using dense convolutional neu-
ral networks,” Lect. Notes Comput. Sci. 11042, 3-11 (2018).

D. Allman, A. Reiter, and M. L. Bell, “A machine learning method to identify and remove
reflection artifacts in photoacoustic channel data,” in IEEE Int. Ultrason. Symp. (2017).
D. Allman et al., “Deep neural networks to remove photoacoustic reflection artifacts in ex
vivo and in vivo tissue,” in IEEE Int. Ultrason. Symp. (2018).

D. Allman et al., “A deep learning-based approach to identify in vivo catheter tips during
photoacoustic-guided cardiac interventions,” Proc. SPIE 10878, 108785E (2019).

D. Allman, A. Reiter, and M. A. L. Bell, “Photoacoustic source detection and reflection
artifact removal enabled by deep learning,” IEEE Trans. Med. Imaging 37(6), 1464—1477
(2018).

A. Reiter and M. L. Bell, “A machine learning approach to identifying point source loca-
tions in photoacoustic data,” Proc. SPIE 10064, 100643J (2017).

H. Shan, G. Wang, and Y. Yang, “Accelerated correction of reflection artifacts by deep
neural networks in photo-acoustic tomography,” Appl. Sci. 9, 2615 (2019).

S. Jeon and C. Kim, “Deep learning-based speed of sound aberration correction in photo-
acoustic images,” Proc. SPIE 11240, 112400J (2020).

N. Awasthi et al., “Deep neural network based sinogram super-resolution and bandwidth
enhancement for limited-data photoacoustic tomography,” [EEE Trans. Ultrason.
Ferroelectr. Freq. Control 67, 2660-2673 (2020).

G. Godefroy, B. Arnal, and E. Bossy, “Compensating for visibility artefacts in photoacous-
tic imaging with a deep learning approach providing prediction uncertainties,’
Photoacoustics 21, 100218 (2021).

T. Vu et al., “A generative adversarial network for artifact removal in photoacoustic com-
puted tomography with a linear-array transducer,” Exp. Biol. Med. 245(7), 597-605 (2020).
H. Zhang et al., “A new deep learning network for mitigating limited-view and under-
sampling artifacts in ring-shaped photoacoustic tomography,” Comput. Med. Imaging
Graphics 84, 101720 (2020).

Journal of Biomedical Optics 040901-28 April 2021 « Vol. 26(4)


https://doi.org/10.1117/1.JBO.22.11.116001
https://doi.org/10.1109/ULTSYM.2019.8926287
https://doi.org/10.1109/EMBC.2019.8856590
https://doi.org/10.1109/EMBC.2019.8856590
https://doi.org/10.1080/17415977.2018.1518444
https://doi.org/10.1088/2057-1976/ab9a10
https://doi.org/10.1088/2057-1976/ab9a10
https://doi.org/10.1109/JBHI.2019.2912935
https://doi.org/10.1109/TMI.2020.3031541
https://doi.org/10.1117/12.2508486
https://doi.org/10.1016/j.pacs.2021.100242
https://doi.org/10.1117/12.2288353
https://doi.org/10.1117/12.2539148
https://doi.org/10.1007/978-3-030-01045-4_1
https://doi.org/10.1109/ULTSYM.2017.8091630
https://doi.org/10.1109/ULTSYM.2018.8579723
https://doi.org/10.1117/12.2510993
https://doi.org/10.1109/TMI.2018.2829662
https://doi.org/10.1117/12.2255098
https://doi.org/10.3390/app9132615
https://doi.org/10.1117/12.2543440
https://doi.org/10.1109/TUFFC.2020.2977210
https://doi.org/10.1109/TUFFC.2020.2977210
https://doi.org/10.1016/j.pacs.2020.100218
https://doi.org/10.1177/1535370220914285
https://doi.org/10.1016/j.compmedimag.2020.101720
https://doi.org/10.1016/j.compmedimag.2020.101720

105

106.

107.

108.

109.

110.

111.

112.

113.

114.

115.

116.

117.

118.

119.

120.

121.

122.

123.

124.

125.

126.

127.

128.

129.

Deng et al.: Deep learning in photoacoustic imaging: a review

. J. Feng et al., “End-to-end Res-Unet based reconstruction algorithm for photoacoustic im-
aging,” Biomed. Opt. Express 11(9), 5321-5340 (2020).

T. Tong et al., “Domain transform network for photoacoustic tomography from limited-
view and sparsely sampled data,” Photoacoustics 19, 100190 (2020).

H. Lan et al., “Ki-GAN: knowledge infusion generative adversarial network for photo-
acoustic image reconstruction in vivo,” Lect. Notes Comput. Sci. 11764, 273-281 (2019).
J. Schwab et al., “Real-time photoacoustic projection imaging using deep learning,”
arXiv:1801.06693 (2018).

M. Kim et al., “Deep-learning image reconstruction for real-time photoacoustic system,”
IEEE Trans. Med. Imaging 39, 3379-3390 (2020).

A. Hauptmann et al., “Approximate k-space models and deep learning for fast photoacous-
tic reconstruction,” Lect. Notes Comput. Sci. 11074, 103-111 (2018).

S. Guan et al., “Limited-view and sparse photoacoustic tomography for neuroimaging with
deep learning,” Sci. Rep. 10(1), 8510 (2020).

A. Hauptmann et al., “Model based learning for accelerated, limited-view 3D photoacous-
tic tomography,” IEEE Trans. Med. Imaging 37(6), 1382—-1393 (2018).

H. Shan, G. Wang, and Y. Yang, “Simultaneous reconstruction of the initial pressure and
sound speed in photoacoustic tomography using a deep-learning approach,” Proc. SPIE
11105, 1110504 (2019).

C. Yang, H. Lan, and F. Gao, “Accelerated photoacoustic tomography reconstruction via
recurrent inference machines,” in 4/st Annu. Int. Conf. IEEE Eng. Med. and Biol. Soc.,
pp. 6371-6374 (2019).

H. Lan et al., “Real-time photoacoustic tomography system via single data acquisition
channel,” arXiv:2001.07454 (2020).

E. M. A. Anas et al., “Towards a fast and safe LED-based photoacoustic imaging using
deep convolutional neural network,” Lect. Notes Comput. Sci. 11073, 159-167 (2018).
E. M. A. Anas et al., “Enabling fast and high quality LED photoacoustic imaging: a recur-
rent neural networks based approach,” Biomed. Opt. Express 9(8), 3852-3866 (2018).
A. Hariri et al., “Deep learning improves contrast in low-fluence photoacoustic imaging,”
Biomed. Opt. Express 11(6), 3360-3373 (2020).

J. Kerrick et al., “Novel deep learning architecture for optical fluence dependent photo-
acoustic target localization,” Proc. SPIE 10878, 108781L (2019).

K. Johnstonbaugh et al., “A deep learning approach to photoacoustic wavefront localiza-
tion in deep-tissue medium,” IEEE Trans. Ultrason. Ferroelectr. Freq. Control 67, 2649—
2659 (2020).

S. M. K. Ajith et al., “Deep learning-enhanced LED-based photoacoustic imaging,” Proc.
SPIE 11240, 1124038 (2020).

R. Manwar et al., “Deep learning protocol for improved photoacoustic brain imaging,” J.
Biophotonics 13(10), €202000212 (2020).

K. Hoffer-Hawlik and G. P. Luke, “AbsO2luteU-Net: tissue oxygenation calculation using
photoacoustic imaging and convolutional neural networks,” ENGS 88 Honors Thesis (AB
Students), p. 10, https://digitalcommons.dartmouth.edu/engs88/10 (2019).

T. Chen et al., “A deep learning method based on U-Net for quantitative photoacoustic
imaging,” Proc. SPIE 11240, 112403V (2020).

C. Yang et al., “Quantitative photoacoustic blood oxygenation imaging using deep residual
and recurrent neural network,” in IEEE 16th Int. Symp. Biomed. Imaging, pp. 741-744 (2019).
C. Yang and F. Gao, “EDA-net: dense aggregation of deep and shallow information
achieves quantitative photoacoustic blood oxygenation imaging deep in human breast,”
Lect. Notes Comput. Sci. 11764, 246-254 (2019).

J. Grohl et al., “Confidence estimation for machine learning-based quantitative photoa-
coustics,” J. Imaging 4, 147 (2018).

O. H. Maghsoudi et al., “O-Net: an overall convolutional network for segmentation tasks,”
in Int. Workshop Mach. Learn. Med. Imaging, pp. 199-209, Springer, Cham (2020).
C. Bench, A. Hauptmann, and B. T. Cox, “Towards accurate quantitative photoacoustic
imaging: learning vascular blood oxygen saturation in 3D,” J. Biomed. Opt. 25(8), 085003
(2020).

Journal of Biomedical Optics 040901-29 April 2021 « Vol. 26(4)


https://doi.org/10.1364/BOE.396598
https://doi.org/10.1016/j.pacs.2020.100190
https://doi.org/10.1007/978-3-030-32239-7_31
https://doi.org/10.1109/TMI.2020.2993835
https://doi.org/10.1007/978-3-030-00129-2_12
https://doi.org/10.1038/s41598-020-65235-2
https://doi.org/10.1109/TMI.2018.2820382
https://doi.org/10.1117/12.2529984
https://doi.org/10.1109/EMBC.2019.8856290
https://doi.org/10.1007/978-3-030-00937-3_19
https://doi.org/10.1364/BOE.9.003852
https://doi.org/10.1364/BOE.395683
https://doi.org/10.1117/12.2511015
https://doi.org/10.1109/TUFFC.2020.2964698
https://doi.org/10.1117/12.2545654
https://doi.org/10.1117/12.2545654
https://doi.org/10.1002/jbio.202000212
https://doi.org/10.1002/jbio.202000212
https://digitalcommons.dartmouth.edu/engs88/10
https://digitalcommons.dartmouth.edu/engs88/10
https://digitalcommons.dartmouth.edu/engs88/10
https://doi.org/10.1117/12.2543173
https://doi.org/10.1109/ISBI.2019.8759438
https://doi.org/10.1007/978-3-030-32239-7_28
https://doi.org/10.3390/jimaging4120147
https://doi.org/10.1117/1.JBO.25.8.085003

130.

131.

132.

133.
134.

135.

136.

137.

138.

139.

140.

141.

142.

143.

144.

145.

146.

147.

148.

149.

150.

151.

152.

153.

154.

155.

Deng et al.: Deep learning in photoacoustic imaging: a review

D. A. Durairaj et al., “Unsupervised deep learning approach for photoacoustic spectral
unmixing,” Proc. SPIE 11240, 112403H (2020).

J. Grohl et al., “Estimation of blood oxygenation with learned spectral decoloring for quan-
titative photoacoustic imaging (LSD-qPAI),” arXiv:1902.05839 (2019).

L. Olefir et al., “Deep learning based spectral unmixing for optoacoustic imaging of tissue
oxygen saturation,” IEEE Trans. Med. Imaging 39, 3643-3654 (2020).

S. Narkhede, “Understanding AUC-ROC curve,” Towards Data Science 26 (2018).

Z. H. Zhou and X. Y. Liu, “Training cost-sensitive neural networks with methods address-
ing the class imbalance problem,” IEEE Trans. Knowl. Data Eng. 18(1), 63-77 (2006).
M. Omar et al., “Ultrawideband reflection-mode optoacoustic mesoscopy,” Opt. Lett.
39(13), 3911-3914 (2014).

K. He et al., “Deep residual learning for image recognition,” in I[EEE Conf. Comput. Vision
and Pattern Recognit., pp. 770-778 (2016).

J. Aguirre et al., “Precision assessment of label-free psoriasis biomarkers with ultra-broad-
band optoacoustic mesoscopy,” Nat. Biomed. Eng. 1(5), 0068 (2017).

Y. E. Boink et al., “A framework for directional and higher-order reconstruction in photo-
acoustic tomography,” Phys. Med. Biol. 63(4), 045018 (2018).

E. Sidky, J. Jorgensen, and X. Pan, “Convex optimization problem prototyping for image
reconstruction in computed tomography with the Chambolle—Pock algorithm,” Phys. Med.
Biol. 57, 3065-3091 (2012).

L. Zeune et al., “Combining contrast invariant L1 data fidelities with nonlinear spectral
image decomposition,” Lect. Notes Comput. Sci. 10302, 80-93 (2017).

A. Taruttis et al., “Motion clustering for deblurring multispectral optoacoustic tomography
images of the mouse heart,” J. Biomed. Opt. 17(1), 016009 (2012).

J. Xia et al., “Retrospective respiration-gated whole-body photoacoustic computed tomog-
raphy of mice,” J. Biomed. Opt. 19(1), 016003 (2014).

M. Schwarz et al., “Motion correction in optoacoustic mesoscopy,” Sci. Rep. 7(1), 10386
(2017).

H. Zhao et al., “Motion correction in optical resolution photoacoustic microscopy,” IEEE
Trans. Med. Imaging 38(9), 2139-2150 (2019).

J. Staal et al., “Ridge-based vessel segmentation in color images of the retina,” IEEE Trans.
Med. Imaging 23(4), 501-509 (2004).

S. Ma, S. Yang, and H. Guo, “Limited-view photoacoustic imaging based on linear-array
detection and filtered mean-backprojection-iterative reconstruction,” J. Appl. Phys. 106,
123104 (2009).

M. Xu and L. Wang, “Analytic explanation of spatial resolution related to bandwidth and
detector aperture size in thermoacoustic or photoacoustic reconstruction,” Phys. Rev. E 67,
056605 (2003).

R. Manwar, K. Kratkiewicz, and K. Avanaki, “Overview of ultrasound detection technol-
ogies for photoacoustic imaging,” Micromachines 11(7), 692 (2020).

J. Hu, L. Shen, and G. Sun, “Squeeze-and-excitation networks,” in IEEE/CVF Conf.
Comput. Vision and Pattern Recognit., pp. 7132-7141 (2018).

G. Chen et al., “Rethinking the usage of batch normalization and dropout in the training of
deep neural networks,” arXiv:1905.05928 (2019).

B. Lim et al., “Enhanced deep residual networks for single image super-resolution,” in
2017 IEEE Conf. Comput. Vision and Pattern Recognit. Workshops, Honolulu,
Hawaii, pp. 1132-1140 (2017).

M. M. Fraz et al., “An ensemble classification-based approach applied to retinal blood
vessel segmentation,” IEEE Trans. Biomed. Eng. 59(9), 2538-2548 (2012).

A. Hoover, V. Kouznetsova, and M. Goldbaum, “Locating blood vessels in retinal images
by piecewise threshold probing of a matched filter response,” IEEE Trans. Med. Imaging
19(3), 203-210 (2000).

M. Haltmeier et al., “A sparsification and reconstruction strategy for compressed sensing
photoacoustic tomography,” J. Acoust. Soc. Am. 143, 3838 (2018).

J. Schwab, S. Antholzer, and M. Haltmeier, “Learned backprojection for sparse and limited
view photoacoustic tomography,” Proc. SPIE 10878, 1087837 (2019).

Journal of Biomedical Optics 040901-30 April 2021 « Vol. 26(4)


https://doi.org/10.1117/12.2546964
https://doi.org/10.1109/TMI.2020.3001750
https://doi.org/10.1109/TKDE.2006.17
https://doi.org/10.1364/OL.39.003911
https://doi.org/10.1109/CVPR.2016.90
https://doi.org/10.1109/CVPR.2016.90
https://doi.org/10.1038/s41551-017-0068
https://doi.org/10.1088/1361-6560/aaaa4a
https://doi.org/10.1088/0031-9155/57/10/3065
https://doi.org/10.1088/0031-9155/57/10/3065
https://doi.org/10.1007/978-3-319-58771-4_7
https://doi.org/10.1117/1.JBO.17.1.016009
https://doi.org/10.1117/1.JBO.19.1.016003
https://doi.org/10.1038/s41598-017-11277-y
https://doi.org/10.1109/TMI.2019.2893021
https://doi.org/10.1109/TMI.2019.2893021
https://doi.org/10.1109/TMI.2004.825627
https://doi.org/10.1109/TMI.2004.825627
https://doi.org/10.1063/1.3273322
https://doi.org/10.1103/PhysRevE.67.056605
https://doi.org/10.3390/mi11070692
https://doi.org/10.1109/CVPR.2018.00745
https://doi.org/10.1109/CVPR.2018.00745
https://doi.org/10.1109/CVPRW.2017.151
https://doi.org/10.1109/TBME.2012.2205687
https://doi.org/10.1109/42.845178
https://doi.org/10.1121/1.5042230
https://doi.org/10.1117/12.2508438

156.

157.

158.

159.

160.

161.

162.

163.

164.

165.

166.

167.

168.

169.

170.

171.

172.

173.

174.

175.

176.

177.

178.

179.

Deng et al.: Deep learning in photoacoustic imaging: a review

P. Stefanov and Y. Yang, “Multiwave tomography in a closed domain: averaged sharp time
reversal,” Inverse Prob. 31, 065007 (2015).

A. Javaherian and S. Holman, “A continuous adjoint for photo-acoustic tomography of the
brain,” Inverse Prob. 34, 085003 (2018).

P. Stefanov and Y. Yang, “Multiwave tomography with reflectors: Landweber’s iteration,”
Inverse Prob. Imaging 11(2), 373-401 (2017).

S. Holan and J. Viator, “Automated wavelet denoising of photoacoustic signals for circu-
lating melanoma cell detection and burn image reconstruction,” Phys. Med. Biol. 53,
N227-236 (2008).

Y. Gal and Z. Ghahramani, “Dropout as a Bayesian approximation: representing model
uncertainty in deep learning,” in Proc. of the 33rd Int. Conf. on Mach. Learn.,
Vol. 48, pp. 1050-1059, PMLR (2016).

P. Isola et al., “Image-to-image translation with conditional adversarial networks,” in IEEE
Conf. Comput. Vision and Pattern Recognit., pp. 5967-5976 (2017).

G. Paltauf et al., “Experimental evaluation of reconstruction algorithms for limited view
photoacoustic tomography with line detectors,” Inverse Prob. 23(6), S81 (2007).

G. Paltauf et al., “Weight factors for limited angle photoacoustic tomography,” Phys. Med.
Biol. 54(11), 3303 (2009).

A. Alshaya et al., “Spatial resolution and contrast enhancement in photoacoustic imaging
with filter delay multiply and sum beamforming technique,” in /[EEE Int. Ultrason. Symp.,
pp. 1-4 (2016).

G. Matrone et al., “The delay multiply and sum beamforming algorithm in ultrasound
B-mode medical imaging,” IEEE Trans. Med. Imaging 34(4), 940-949 (2015).

K. Cho et al., “Learning phrase representations using RNN encoder—decoder for statistical
machine translation,” in Proc. of the 2014 Conf. on Empirical Methods in Nat. Lang.
Process., pp. 1724-1734 (2014).

T. Tong et al., “Image super-resolution using dense skip connections,” in IEEE Int. Conf.
Comput. Vision, pp. 4809-4817 (2017).

X. Shi et al., “Convolutional LSTM Network: a machine learning approach for precipi-
tation nowcasting,” in Proc. 28th Int. Conf. Neural Inf. Process. Syst., MIT Press,
Montreal, Canada, Vol. 1, pp. 802-810 (2015).

K. Tang et al., “Denoising method for photoacoustic microscopy using deep learning,”
Proc. SPIE 11525, 115252P (2020).

B. T. Cox et al., “Two-dimensional quantitative photoacoustic image reconstruction of
absorption distributions in scattering media by use of a simple iterative method,” Appl.
Opt. 45(8), 1866—1875 (2006).

B. A. Kaplan et al., “Monte-Carlo-based inversion scheme for 3D quantitative photoacous-
tic tomography,” Proc. SPIE 10064, 100645J (2017).

Q. B. Adam et al., “Quantitative photoacoustic imaging: correcting for heterogeneous
light fluence distributions using diffuse optical tomography,” J. Biomed. Opt. 16(9),
096016 (2011).

T. Kirchner, J. Grohl, and L. Maier-Hein, “Context encoding enables machine learning-
based quantitative photoacoustics,” J. Biomed. Opt. 23(5), 056008 (2018).

Z.Zhou et al., “UNet++: a nested u-net architecture for medical image segmentation,” Lect.
Notes Comput. Sci. 11045, 3—11 (2018).

S. Tzoumas et al., “Eigenspectra optoacoustic tomography achieves quantitative blood
oxygenation imaging deep in tissues,” Nat. Commun. 7(1), 12121 (2016).

C. Bench, A. Hauptmann, and B. Cox, “Toward accurate quantitative photoacoustic im-
aging: learning vascular blood oxygen saturation in three dimensions,” J. Biomed. Opt.
25(8), 085003 (2020).

A. B. Arrieta et al.,, “Explainable artificial intelligence (XAI): concepts, taxonomies,
opportunities and challenges toward responsible Al Inf. Fusion 58, 82-115 (2020).

F. N. Iandola et al., “SqueezeNet: AlexNet-level accuracy with 50X fewer parameters and
<0.5 MB model size,” arXiv:1602.07360 (2016).

A. G. Howard et al., “MobileNets: efficient convolutional neural networks for mobile
vision applications,” arXiv:1704.04861 (2017).

Journal of Biomedical Optics 040901-31 April 2021 « Vol. 26(4)


https://doi.org/10.1088/0266-5611/31/6/065007
https://doi.org/10.1088/1361-6420/aac530
https://doi.org/10.3934/ipi.2017018
https://doi.org/10.1088/0031-9155/53/12/N01
https://doi.org/10.1109/CVPR.2017.632
https://doi.org/10.1109/CVPR.2017.632
https://doi.org/10.1088/0266-5611/23/6/S07
https://doi.org/10.1088/0031-9155/54/11/002
https://doi.org/10.1088/0031-9155/54/11/002
https://doi.org/10.1109/ULTSYM.2016.7728682
https://doi.org/10.1109/TMI.2014.2371235
https://doi.org/10.1109/ICCV.2017.514
https://doi.org/10.1109/ICCV.2017.514
https://doi.org/10.1117/12.2584879
https://doi.org/10.1364/AO.45.001866
https://doi.org/10.1364/AO.45.001866
https://doi.org/10.1117/12.2251945
https://doi.org/10.1117/1.3626212
https://doi.org/10.1117/1.JBO.23.5.056008
https://doi.org/10.1007/978-3-030-00889-5_1
https://doi.org/10.1007/978-3-030-00889-5_1
https://doi.org/10.1038/ncomms12121
https://doi.org/10.1117/1.JBO.25.8.085003
https://doi.org/10.1016/j.inffus.2019.12.012

Deng et al.: Deep learning in photoacoustic imaging: a review

180. X. Zhang et al., “ShuffleNet: an extremely efficient convolutional neural network for
mobile devices,” in Proc. of the IEEE Conf. on Comput. Vision and Pattern Recognit.,
pp. 6848-6856 (2018).

181. J. Deng et al., “ImageNet: a large-scale hierarchical image database,” in IEEE Conf.
Comput. Vision and Pattern Recognit., pp. 248-255 (2009).

182. S. Walczak, 1. Yegorova, and B. H. Andrews, “The effect of training set distributions for
supervised learning artificial neural networks on classification accuracy,” in Information
Management: Support Systems and Multimedia Technology, pp. 93-108, IGI Global
(2003).

183. F. J. Pulgar et al., “On the impact of imbalanced data in convolutional neural networks
performance,” Lect. Notes Comput. Sci. 10334, 220-232 (2017).

184. X. Ma et al., “Multiple delay and sum with enveloping beamforming algorithm for photo-
acoustic imaging,” IEEE Trans. Med. Imaging 39(6), 1812-1821 (2020).

185. M. Cao et al., “Spread spectrum photoacoustic tomography with image optimization,”
IEEE Trans. Biomed. Circuits Syst. 11(2), 411-419 (2017).

186. C. Rabut et al., “4D functional ultrasound imaging of whole-brain activity in rodents,” Nat.
Methods 16(10), 994-997 (2019).

Handi Deng graduated from the School of Precision Instrument and Opto-Electronics
Engineering at Tianjin University in 2017. He is now studying for a doctorate in the
Biophotonics Laboratory of the Department of Electronic Engineering at Tsinghua University.
His research focuses on solving the problems of imperfect reconstruction and developing
advanced photoacoustic computed tomography systems with clinical applications.

Hui Qiao received his BE degree in automation in 2013 and his PhD in control science and
engineering from Tsinghua University, Beijing, China, in 2019. He is currently a postdoctoral
scholar at the same university. His research interests include computational imaging, computa-
tional microscopy, and machine learning.

Qionghai Dai received his MS and PhD degrees in computer science and automation from
Northeastern University, Shenyang, China, in 1994 and 1996, respectively. He is currently a
full professor, the director of the School of Information Science and Technology, and the director
of the Institute for Brain and Cognitive Sciences at Tsinghua University. He is also the chairman
of Chinese Association for Artificial intelligence. His research centers on the interdisciplinary
study of brain engineering and the next-generation artificial intelligence.

Cheng Ma received his BS degree in electronic engineering from Tsinghua University, Beijing,
China, in 2004 and his PhD in electrical engineering from Virginia Tech, Blacksburg, Virginia,
USA, in 2012. From 2012 to 2016, he was a postdoc in the Department of Biomedical
Engineering at Washington University in St. Louis, St. Louis, Missouri, USA. He is now an
associate professor in the Department of Electronic Engineering at Tsinghua University. His
research interests include biophotonic imaging, in particular photoacoustic imaging.

Journal of Biomedical Optics 040901-32 April 2021 « Vol. 26(4)


https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1007/978-3-319-59650-1_19
https://doi.org/10.1109/TMI.2019.2958838
https://doi.org/10.1109/TBCAS.2016.2593470
https://doi.org/10.1038/s41592-019-0572-y
https://doi.org/10.1038/s41592-019-0572-y


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 580
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01724
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


