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ABSTRACT

We examine the performance of illumination-invariant face recognition in hyperspectral images on a database of
200 subjects. The images are acquired over the near-infrared spectral range of 0.7-1.0 microns. Each subject is
imaged over a range of facial orientations and expressions. Faces are represented by local spectral information for
several tissue types. Illumination variation is modeled by low-dimensional linear subspaces of reected radiance
spectra. One hundred outdoor illumination spectra measured at Boulder, Colorado are used to synthesize the
radiance spectra for the face tissue types. Weighted invariant subspace projection over multiple tissue types
is used for recognition. Illumination-invariant face recognition is tested for various face rotations as well as
di�erent facial expressions.

1. INTRODUCTION

Biometric identi�cation techniques, especially face recognition, have been accepted as methods which can con-
tribute to homeland security. Ideally, a face recognition system should identify human subjects under uncon-
strained conditions, such as indoor or outdoor illumination and arbitrary face orientation and occlusion. The
ability to operate with a large distance from the camera to the subject is also highly desirable. Current face
recognition systems use primarily spatial discriminants that are based on geometric facial features.1{5 Many
of these systems have performed well on databases acquired under controlled conditions.6, 7 However, these
approaches often exhibit signi�cant performance degradation in the presence of changes in face orientation. One
study,8 for example, showed that there is signi�cant degradation in recognition performance for images of faces
that are rotated more than 32Æ from a frontal image that is used to train the system. A more recent study,9

which uses the light-�elds model for pose-invariant face recognition, showed promising results on faces rotated
over 60Æ at the cost of a large computational requirement. Algorithms that use geometric features can also
perform poorly when subjects are imaged at di�erent times. For example, recognition performance can degrade
by as much as 20% when imaging sessions are separated by a two week interval.8 Face orientation is another
obstacle for traditional 2D face recognition. A 3D morphable face model has been used for face identi�cation
across di�erent poses.10 This approach has provided promising performance on a 68 subject dataset. At the
current time, however, this system is computationally intensive and requires considerable manual intervention.
Partial face occlusion also brings poor performance. A method11 which divides the face into regions for isolated
analysis can tolerate up to 1/6 face occlusion without losing accuracy. Geometric feature based algorithms
have performed surprisingly well for face recognition under di�erent indoor illumination conditions.7 Under
unknown outdoor illumination, however, the veri�cation rate of the best systems can degrade by as much as
40%.7 There is further performance degradation if the head pose variation and di�erent illumination conditions
are combined.8

Several of the above limitations for current face recognition systems can be overcome by using spectral
information of human face tissue. Spectroscopy has been used in remote sensing applications12 for several
years. After hyperspectral cameras have become economically accessible, computational methods have been
studied for applications like face recognition.13 Face recognition in hyperspectral images13 has been based on
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near-infread (NIR) spectral properties of human tissue that are di�erent from person to person while remaining
reasonably constant for di�erent face orientations and over time. The NIR spectral measurements can be
extracted from di�erent locations in the hyperspectral face images. Based on experiments with 200 subjects,
this method is able to identify accurately human subjects regardless of facial expression and pose. It also has
potential to identify human subjects from hyperspectral images taken on di�erent days.

Linear models have been used to represent spectral properties of illumination as well as reectance by physics-
based image analysis algorithms. The seminal study of Judd, MacAdam, and Wyszecki14 was the �rst in a series
of analyses that considered the use of linear models for outdoor illumination spectra. The study concluded that
a set of 622 spectra measured in di�erent locations could be well approximated by a three-dimensional linear
model. Subsequent studies15{17 that analyzed sets of spectra measured in di�erent locations or synthesized using
atmospheric models18 consistently concluded that low-dimensional models provide an accurate �t for outdoor
illumination spectra. The largest set of outdoor illumination spectra that has been analyzed to date consists
of 7258 spectra collected in Boulder, Colorado over the 0.35-2.2 �m spectral range in 1997.19 This analysis
showed that a low-dimensional linear model is able to represent accurately a large set of outdoor illumination
spectra over both the visible and 0.4-2.2 �m spectral ranges. Related ten-dimensional linear models are used
to represent the reected radiance spectra for each of 233 materials. The reected radiance spectrum of an
unknown material can be compared with these linear subspaces and the study showed that accurate material
identi�cation is achieved in over 99% of all tests. A similar technique can be used for face recognition under
unknown illumination.

In this paper, we present experimental results on recognizing 200 human subjects under unknown illumina-
tion in hyperspectral face images. For each subject, several near-infrared images were acquired under di�erent
poses and expressions. Spectral reectances of di�erent tissue types were estimated. One hundred randomly
selected outdoor illumination spectra from the Boulder dataset were used to synthesize reected radiance spec-
tra as well as to generate a low-dimensional linear model for each tissue type for each subject. Recognition
under unknown illumination is achieved by projecting reected radiance spectra of di�erent tissue types onto
the linear models for each subject.

2. LINEAR MODEL OF GLOBAL IRRADIANCE SPECTRA

The global spectral irradiance L(�) includes all of the sunlight and skylight that is incident on a surface. The
function L(�) will also be called an illumination function. Suppose that L1(�); L2(�); : : : ; LM (�) is a set of
illumination functions where the subscript denotes a particular set of conditions. If the illumination functions
are sampled at W wavelengths, then each illumination function Li(�) is represented by the W -dimensional
vector Li = (Li(�1); Li(�2); : : : ; Li(�W ))T . Following the work of Judd14 and subsequent researchers, we can
approximate Li over a range of wavelengths using

Li �

NX
j=1

�ij`j (1)

where the W -dimensional vectors `j de�ne a �xed basis for the M illumination vectors and the constants �ij
are weighting coeÆcients. The approximation in (2) typically enables each of the M spectra to be represented
accurately with N coeÆcients where N �W .

We de�ne the quality of the approximation in (1) by the squared error

Ei = kLi �

NX
j=1

�ij`jk
2 (2)

For a set L1;L2; : : : ;LM of illumination vectors corresponding to di�erent conditions, the total squared error
associated with a set of basis vectors is

ET =

MX
i=1

Ei (3)
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Figure 1: Hyperspectral imaging system set-up

Figure 2: Thirty-one bands for a hyperspectral image of one subject

Given the set L1;L2; : : : ;LM , the singular value decomposition (SVD)20 can be used to generate an orthonormal
set of basis vectors `1; `2; : : : ; `N that minimize ET for any N if we let �ij = Li � `j .

3. DATA COLLECTION AND REFLECTANCE SPECTRAL CALIBRATION

The hyperspectral imaging system utilized for data collection is set up as in �gure 1. The hyperspectral camera
from Opto-Knowledge Systems, Inc. (OKSI) is based on a liquid crystal tunable �lter21 made by Cambridge
Research Instruments (CRI). All images were captured with 31 bands sampled every 0.01�m over the near-
infrared (0.7�m-1.0�m) with 468� 494 spatial resolution. Figure 2 displays one example of all 31 bands for one
subject. The 31 bands are shown in ascending order from left to right and from top to bottom.

In order to convert the raw images acquired by the hyperspectral camera to spectral reectance images for
analysis, two spectralon panels were used during calibration. A panel with approximately 99% reectance is
referred to as white spectralon and a panel with approximately 2% reectance is referred to as black spectralon.
The raw measurement obtained by the hyperspectral imaging system at spatial coordinate (x; y) and wavelength
�k is given by

I(x; y; �k) = L(x; y; �k)S(x; y; �k)R(x; y; �k) +O(x; y; �k) (4)

where L(x; y; �k) is the illumination, S(x; y; �k) is the system spectral response, R(x; y; �k) is the reectance
of the viewed surface, and O(x; y; �k) is the o�set which includes dark current and stray light. To obtain the
spectral reectance image R(x; y; �k), we take hyperspectral images of the white and black spectralon to get the
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Figure 3: Examples of images with di�erent expressions and rotations

raw measurements IW (x; y; �k) and IB(x; y; �k) respectively. Both measurements are averaged over 10 images.
With the averaged IW and IB , we can calibrate to reectance13 as

R(x; y; �k) =
(I(x; y; �k)� IB(x; y; �k))RW (�k)

IW (x; y; �k)� IB(x; y; �k)
+
(IW (x; y; �k)� I(x; y; �k))RB(�k)

IW (x; y; �k)� IB(x; y; �k)
(5)

We collected hyperspectral face images of 200 human subjects. Images of all human subjects were acquired in
sets of seven images per subject. Figure 3 shows the seven images for one subject. Two front-view images were
taken with neutral expression (fg and fa). Another front-view image fb was taken with a di�erent expression.
Four other images were taken with face orientations of -90Æ; -45Æ; 45Æ; and 90Æ, which are referred to as fr2, fr1,
1, and 2 respectively.

In order to test the feasibility of hyperspectral face recognition under unknown illumination, we represent
each face image using spectral reectance vectors that are extracted from small facial regions. Squares overlayed
on the images in �gure 3 indicate the size and location of the regions that are considered for each subject. Up
to �ve facial regions corresponding to the forehead, left cheek, right cheek, hair, and lips are used in each of the
seven images, depending on the visibility.

For each facial region, the spectral reectance vector Rt = (Rt(�1); Rt(�2) � � � ; Rt(�B))
T
is estimated by

averaging over the P-pixel squares shown in �gure 3 according to

Rt(�k) =
1

P

X
x;y

R(x; y; �k) k = 1; 2; : : : ; B (6)

where the sum is over the P pixels in the square, B is the number of spectral bands, and t is one of the following
tissue types: f(forehead), lc(left cheek), rc(right cheek), h(hair), or l(lip). The normalized spectral reectance
vector Rt is de�ned by

Rt = Rt=kRtk (7)

4. SPECTRAL METRIC FOR FACE RECOGNITION

For the reectance vector Rt(i) of one frontal face image of subject i and a set of illumination vectors
L1;L2; : : : ;LM , we can generate M reected radiance vectors <t(i; 1);<t(i; 2); : : : ;<t(i;M) where the value
of vector <t(i;m) at �k is the product of the values of Lm and Rt(i) at �k respectively. These vectors can be
represented compactly by an orthonormal set of N basis vectors bt1(i);bt2(i); : : : ;btN (i) that minimizes the
total squared error for any N as in section 2. We can approximate a vector <t(j;m), which is a normalized
vector computed from <t(j;m) as in (7), using the N -dimensional linear subspace for subject i as

<t(j;m) �

NX
n=1

(<t(j;m) � btn(i))btn(i) = <̂t(i; j;m) (8)

where <̂t(i; j;m) is the projection of <t(j;m) onto the linear subspace for subject i. The distance from <t(j;m)
to face image i for tissue type t under illumination Lm is de�ned by the square of the Mahalanobis distance22

Dt(i; j;m) =
�
<t(j;m)� <̂t(i; j;m)

�T
��1t

�
<t(j;m)� <̂t(i; j;m)

�
(9)
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where �t is the covariance matrix for the distribution of projection error between the reected radiance vector
<t for a subject i and <̂t(i; i;m). Note that we use a single �t to represent variability for tissue type t over the
entire database of subjects. We also approximate �t as a diagonal matrix for eÆciency. For every face image
of subject i and a given illumination Lm, we compute the projection error vector <t(i;m) � <̂t(i; i;m). The
value of this vector at each �k is squared to get a variance vector Vt(i;m). By averaging the variance vectors
Vt(i;m) for all images of subject i that includes tissue t over the M illumination spectra, we get the variance
vector Vt(i) for subject i. The diagonal elements of �t are approximated by averaging the elements of Vt(i)
over all subjects i.

Recognition performance can be enhanced by utilizing all visible tissue types. Thus, the distance between a
frontal face image i and a test face image j is de�ned as

D(i; j;m) = !fDf (i; j;m) + !lcDlc(i; j;m) + !rcDrc(i; j;m) + !hDh(i; j;m) + !lDl(i; j;m) (10)

where !t is 1 if tissue type t is visible in the test image and 0 otherwise.

For the analysis above, we have assumed that the calibrated normalized reectance spectra are invariant
to face orientation. This assumption may not be correct for large face rotations. Generally, the spectra of
rotated faces tend to be atter than the front view spectra. Therefore, we can compensate the spectra of faces
rotated 45Æ or 90Æ using singular value decomposition (SVD)20 techniques. For each of the C subjects, we have

3 normalized spectral reectance vectors: R
0

f (i) for the front view forehead spectrum, R
1

f (i) and R
2

f (i) for
45Æ right and left face rotation respectively. We can get 2C spectral variation vectors U(j) j = 1; : : : ; 2C by

subtracting R
0

f (i) from R
1

f (i) and R
2

f (i) respectively. Applying the SVD to these 2C spectral variation vectors
we can generate an orthonormal set of basis vectors b1;b2; : : : ;bN which characterize the spectral variation
vectors. If b1 accounts for most of the spectral variation, then we can approximate the spectral variation by

U(j) =

NX
b=1

�b(j)bn � �1(j)b1 (11)

where the coeÆcients �b(j) = U(j) � bn. To account for this variation, we adjust each 45Æ spectrum as

R̂
1
f (i) = R

1

f (i)� �1b1 (12)

R̂
2
f (i) = R

2

f (i)� �1b1 (13)

where �1 is the average of the �1(j). For other tissue types as well as other face rotations, similar adjustments
are utilized.

5. EXPERIMENTAL RESULTS

We conducted a series of recognition experiments using an image database consisting of C = 200 subjects. At
each imaging session, seven images of each subject were acquired as shown in �gure 3. The images then were
calibrated to generate the spectral reectance images. Image fg is used to represent the subject in the gallery
set which is the group of hyperspectral images of known identity.6 The remaining images are used as probes
to test the recognition algorithm. Thus, the experiments follow the closed universe model6 where the subject
in every image in the probe set is present in the gallery.

We used the outdoor illumination spectra from the Boulder dataset to synthesize the reected radiance
spectra. One hundred of the Boulder spectra were used for the experiments in this paper. Three example
spectra are shown in �gure 4. One spectrum has the maximum magnitude of the 100 spectra, the second
spectrum has the minimum magnitude and the third spectrum has the median magnitude. For each of the
200 subjects, the front view image in the gallery was used to generate a 4-dimensional linear subspace for
illumination variation for each tissue type for subject i.

The results of the experiments will be presented using cumulative match scores.6 For a probe image j, the
image in the gallery which corresponds to the same subject is denoted by Tj . Given a probe image j under
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Figure 4. Examples of Boulder outdoor illumination
spectra
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Figure 6. Performance comparison of probe fa and fb
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Figure 7. Identi�cation performance of rotated face im-
ages

illumination k, we can compute D(i; j; k) for each of the C images i in the gallery. Probe j is correctly recognized
if D(Tj ; j; k) is the smallest of the C distances. Given a set of probes, the total number of correctly recognized
probes is denoted as V1. Similarly, Vn is the number of probes for which D(Tj ; j) is one of the n smallest of the
C distances. The cumulative match score function for an experiment is de�ned by Rn = Vn=(PM) where P is
the total number of probes used in the experiment and M is the total number of illumination vectors used for
each probe. We used the same set of 100 illumination spectra for probe images as those selected to construct
gallery image linear subspaces.

We �rst consider the use of the frontal fa and fb probes to examine the utility of the various tissue types for
hyperspectral face recognition. Figure 5 presents the cumulative match scores as a function of the rank n that
are obtained when using Dt(i; j;m) for each of the tissue types individually and D(i; j;m) for the combination
of all tissue types. We see that the cheeks and hair are the most useful tissue types for recognition while the
forehead is somewhat less useful and the lip is the least successful. The recognition rate increases signi�cantly
when all tissue types are utilized. Over 90% of probes are correctly identi�ed in the top 3 matches. The top
curve in �gure 6 compares recognition performance when using probes fa and fb separately with the algorithm
that considers all tissue types. The fa images have the same facial expression as the gallery images while the fb
images have di�erent expressions. Accurate recognition is achieved in both cases which suggests that recognition
using hyperspectral discriminants is not impacted substantially by changes in facial expression. Nevertheless,
probes with di�erent facial expressions are somewhat harder to identify at the top ranks.
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Figure 7 examines the impact of changes in face orientation on recognition performance. Current 2D face
recognition systems experience signi�cant diÆculty in recognizing probes that di�er from a frontal gallery image
by more than 32Æ, especially when combined with unknown illumination.8 As expected, however, hyperspectral
images can be used to achieve accurate recognition results for larger rotations. In �gure 7 we see that for probes
that are rotated 45Æ to the left or right from the frontal gallery image, over 93% of the probes have the correct
match ranked in the top 10. For the diÆcult case of probes that are rotated 90Æ; about 88% of the probes have
the correct match ranked in the top 10. These results utilize the distance function de�ned in terms of all visible
tissue types.

6. CONCLUSION

We have tested the utilization of hyperspectral imaging for face recognition with changes in head pose and
facial expression when the illumination is unknown. The experiments considered a database of near-infrared
(0.7�m-1.0�m) hyperspectral images for 200 subjects. A set of 100 global spectral irradiance functions mea-
sured at Boulder, Colorado were used to synthesize images of each subject. A four-dimensional linear model
for each subject is used to test illumination invariant face recognition. The results show that the algorithm
performs signi�cantly better than current face recognition systems for identifying rotated faces under unknown
illumination. The algorithm also provides accurate recognition performance in the presence of facial expression
change.
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