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ABSTRACT

Starting from the kernel density estimation method, this paper uses the similarity of color distribution density function to 
track video image target under the framework of KPF filter. By simplifying the system model and mean shift algorithm, 
fewer particles are used to improve the tracking accuracy and reduce the calculation cost. The validity of the method is 
verified by experiments.
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1. INTRODUCTION
Target tracking has always been an active research area in the field of computer vision[1]. It has many potential 
applications such as: robot control, human-machine interface, video communications, or surveillance[2]. Traditional 
particle filters sample observation data, and the resulting samples form particle swarms to approximate the posterior 
probability density of the target state to determine the location of the object. Therefore, a large number of particles is 
usually required to correctly estimate the posterior probability density [3,4].

Chang et al. Put up a nuclear -based particle filtering method[5]. This method belongs to the non -parameter method. Use 
the kernel function to estimate the density (KDE), and then estimate the post-test density gradient to move the sampl2e 
particles along the gradient direction to the local maximum value of the estimated density. Through such a mean flat 
transfer algorithm, the particles are allocated to the position closer to the maximum likelihood probability[6]. With a 
small amount of particles, the target position can be covered, the amount of calculation is reduced, and the estimation 
accuracy is improved[7]. However, the latest observations in this method are only used for weighted steps, not sampling 
steps. If the initial particles fail to cover the target position well, then the average value of the particles can not be able to 
cover the target area well, which will also cause the number of MS iterations to increase greatly.

KPF (Kalman particle filter) is a particle filter that includes the principle of Kalman filtering[8,9]. Since the state is 
updated with the latest observations during the filtering step of the Kalman filter, the above-mentioned problems of 
conventional particle filtering are avoided[10,11]. This paper combines the KPF and KDE methods, uses the KDE 
method to estimate the color density distribution of the target, and uses the estimated target color posterior density as the 
importance distribution of KPF to achieve tracking of video targets. In density estimation, the mean shift algorithm is 
used to improve tracking accuracy.

2. COLOR LIKELIHOOD FUNCTION ESTIMATION
2.1 Color likelihood model
Color features are convenient for describing targets with changing shapes. The description of the target is relatively 
stable when the target rotates, changes in size, and is partially blocked. The color distribution of the target area is 
represented by a discretized color histogram. The levels of the three color channels of R, G, and B in the histogram bin 
(bin) are all 16 levels respectively, recorded as:� = 16 × 16 × 16
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The candidate target area is a rectangle, the coordinates of the pixel points in the area are {���}�=1....���� ,and assuming

the centroid position is � = [�, �]�, then the color likelihood distribution in the candidate target area is:
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Among them: �( ⋅ )is the kernel function, and the Epanechnikov kernel is selected here; h is the window width, and its
value is set to 0.315; �( ⋅ )is the Dirac function.

In the first frame of the video, the target template can be determined manually or morphologically, and the reference
color likelihood distribution �

∧
= {��}�=1....� of the template can also be calculated by equation (1).

The Bhattacharryya coefficients of the two color likelihood distributions are:
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The similarity of color distribution is defined as:
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The color likelihood function is:
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Where: �� is the variance of the color Gaussian distribution.

2.2 Mean shift
According to the formula (1), the color likelihood distribution in the candidate area is obtained, whereby the sample
point can be moved along the gradient direction of the distribution to the local maximum value of the color likelihood
distribution [5,12]. Assume that the position of the center of mass of the predicted target is �0 and the pixel coordinates
of the candidate target area are {���}�=1....����, then the steps of the mean shift algorithm are:

Search along the gradient direction of the color likelihood distribution:
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�(���) is the weight:

�(���) = �=1
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If �1 − �0 < �, then end the loop; otherwise �0 = �1, jump to step 1.

3. KPF TARGET TRACKING ALGORITHM BASED ON KERNEL DENSITY
ESTIMATION

KPF is a particle filter. The probability distribution of the state of the tracking object is approximated by a group of
particles ��

(�) = {��
(�)
，��

(�)}�=1....� , where ��
(�) represents the sampling of the state at k time and ��

(�) is its
corresponding weight. In this article, state is considered as the location of an object. Particles propagate according to the 
target motion mode[13,14]. At time k, after obtaining the observation value �� , the probability density of the tracked 
target position is expressed as the posterior density �(�� ��). This density function is difficult to express analytically in 
practice, and the kernel density function represented by equation (1) is often used for estimation [15].
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3.1 Particle morphology in KPF
KPF follows the Kalman filter architecture, and its particle shape is divided into two stages: prediction and update, 
which are recorded as:
Prediction status: �
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Therefore, each particle in KPF actually consists of three parts, namely ��
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state is:
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3.2 Target motion model
At time k, the observation vector of the target motion is �� = [��, ��]� , �� and �� are the x-coordinate and
y-coordinate of the target in the image respectively. When the target makes random movements, the random walk motion
model is used to describe its motion state:

�� = ��−1 + ��

�� = ��−1 + �� (8)

Among them:�� = [��, ��]�,�� and �� are process noise and observation noise respectively, which are independent of
each other and obey Gaussian distribution. The corresponding variances are: � = ��

2 � and � = ��
2� respectively.

Where :��
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3.3 Algorithm steps
The KPF tracking algorithm based on kernel density estimation proposed in this article iterates according to the
following steps:

Select target initial state �0
(�) = {�0

(�), �0
(�), �0

(�)}�=1....� and initial observation value �0 . Estimating the target template
color distribution likelihood function �
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Obtain the position estimate according to equation (8): �
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Perform mean translation for each particle: �
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Calculate the prediction variance �
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Estimate the target position according to equation (7).

Resample and reset the weight to ��
(�) = 1 �. Jump to step 2.

4. EXPERIMENTAL RESULTS
The method described in this article was tested on a real image sequence, as shown in Figure 1. The image sequence size
is 220×165 pixels, sampled at 30 frames/second, and the number of sampling particles is N=50. In all experiments, the
initial state is determined by artificially specifying the outline of the target in the first frame of the image sequence. The
red box indicates the locked target area.

It can be found from Figure 1 that when the aircraft rotates, emits light or changes in dimensions, the method introduced
in this article can complete the tracking task well and has strong robust characteristics.
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Figure. 1 Target tracking results of KPF algorithm based on kernel density estimation

5. SUMMARY
This paper starts from the kernel density estimation method and uses the similarity of the color distribution density
function to achieve tracking of video image targets under the KPF filter architecture. And KPF was improved by
simplifying the system model and mean shifting algorithm. Therefore, our proposed method requires fewer particles than
existing KPF, improves tracking accuracy, and reduces computational cost. The effectiveness of this method was
verified through experiments.
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