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Abstract. As a challenging task in computer vision, instance segmentation has attracted exten-
sive attention in recent years. Able to obtain very rich and refined object information, this tech-
nology shows important application value in many fields, such as intelligent driving, medical
health, and remote sensing detection. Instance segmentation technology should not only identify
the positions of objects but should also accurately mark the boundary of any single instance,
which can be defined as solving object detection and semantic segmentation at the same time.
Our study gives a detailed introduction to the background of instance segmentation technology,
its development and the common datasets in this field, and further deeply discusses key issues
appearing in the development of this field, with the future development direction of instance
segmentation technology proposed. Our study provides an important reference for future
research on this technology © 2021 SPIE and IS&T [DOI: 10.1117/1.JEI.31.4.041205]
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1 Introduction

Computer vision has four basic tasks: image classification,1–4 object detection,5–9 semantic seg-
mentation,10–13 and instance segmentation.14,15 These technologies form the basis for addressing
many practical problems. The main purpose of image classification is to find a classification
label from the classification label set and then to assign the label to the input image. The task
of object detection is not only to assign classification labels to images but also to mark the
locations of specific objects. Both image classification and object detection are the foundation
for solving complex problems in computer vision, such as object tracking,16–19 image segmen-
tation, and scene interpretation. The task of semantic segmentation refers to assigning a category
label to each pixel in an image, so as to segment and detect specific categories and finely label the
boundaries. While distinguishing each category, instance segmentation also provides different
labels for individual instances in the same type of objects. It can be regarded as delivering the
tasks of object detection and semantic segmentation at the same time, which usually need to deal
with multiple overlapping objects and complex backgrounds. This is the most challenging prob-
lem of the four basic tasks of computer vision and has important application value in the fields of
intelligent driving,20–22 remote sensing detection,23–26 and medical health.27–30 The four basic
tasks of computer vision are shown in Fig. 1. With breakthroughs in computer vision technology,
as well as progress in wireless sensor network31–33 and multiple communications,34–39 especially
in cloud computing40–42 and other techniques to lower the hardware requirements, it is possible
to solve these practical problems.43–47 Currently, neural network technology is widely
deployed.48–51 Instance segmentation can provide richer information than other computer vision
tasks can, but it is also a more difficult job. Although the development of deep learning has
greatly promoted the progress of instance segmentation tasks over recent years, there are still
few related reviews, without a comprehensive summary of its latest development and a deep
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discussion of its current difficulties. This study will make an in-depth discussion of instance
segmentation on the basis of image segmentation.

The task of instance segmentation is highly related to the task of object detection, and further
segmenting the pixels of objects based on results of object detection is an instance segmentation
task. Over recent years, the rapid development of object detection technology has also driven the
progress in instance segmentation technology, delivering continuous breakthroughs in its accu-
racy and speed. Instance segmentation can be traced back to traditional image segmentation
technology, which divides images into disjoint but meaningful subregions. Pixels in the same
region have certain correlations, but some differences exist between pixels of different regions.
Traditional image segmentation techniques mainly include segmentation methods based on
thresholds,52–54 edges,55–57 and clustering.58–60 The principle of the threshold-based image seg-
mentation method lies in classifying the pixels of an image through different gray thresholds.
Pixels in the same grayscale range are classified into the same category and regarded as having
similar properties. This method is suitable for images with uniform grayscale distribution and
clear grayscale distinctions between objects and their backgrounds; however, this method is sus-
ceptible to noise. The edge-based image segmentation method is mainly used to detect the pixels
at the boundary of objects and then connect the pixels to form the edge contours of images.
Common methods for it include Roberts,61 Prewitt,62 Sobel,63 and Canny.64 The principle of
the cluster-based image segmentation method is to merge adjacent pixels with similar character-
istics into an identical category, and finally gather all the pixels into several different categories,
so as to divide image areas. Common methods for it include K-means,65 FCM,66 and SLIC.67

Traditional image segmentation methods can deliver better processing effects for simple machine
vision problems and can complete the required image segmentation tasks if reasonably imple-
mented in actual scenes.

However, with wide deployments of computer vision in such complex scenes as intelligent
driving and security monitoring, traditional image segmentation technology has no longer been
able to meet the requirements of object segmentation in such scenes. As deep learning is adopted
in many fields,48,68,69 image segmentation technology has made tremendous progress. Such
image segmentation algorithms as FCN and Mask R-CNN based on deep learning have pushed
image segmentation technology to a new height by delivering the possibility of applying instance
segmentation technology in complex environments. Nowadays, instance segmentation technol-
ogy based on deep learning can realize accurate segmentation of objects in common scenes.
However, the real-world environment is much more complex and changeable, with many

Fig. 1 Diagram of the four basic tasks of computer vision: (a) image classification, (b) object
detection, (c) semantic segmentation, and (d) instance segmentation.
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external interfering factors. Therefore, the instance segmentation technology has to be further
enhanced.

The remainder of this paper is arranged as follows. Section 2 will introduce the current main-
stream instance segmentation algorithm in detail. Section 3 will discuss the common datasets,
evaluation methods, and data augmentation methods in the field of instance segmentation.
In Sec. 4, the key issues affecting the in-depth development of this field will be discussed deeply.
Finally, conclusions and outlooks are given in Sec. 5.

2 Object Instance Segmentation Techniques

The current object instance segmentation technology has three types of solutions in terms of
processing ideas. Instance segmentation task can be defined as a collection of object detection
and semantic segmentation, so there are two solutions from these two aspects. One of them is
detection-based method, which is similar to the object detection task. This method first detects
the area of each instance and then divides the instance mask in each area. The other is a method
based on pixel clustering. This method first predicts the category label of each pixel and then
uses the clustering method to group them to form instance segmentation results. The above two
solutions are both two-stage segmentation methods, which have attracted the attention of a large
number of researchers. In addition, in recent years, a single-stage instance segmentation method
has been developed, which has a greater improvement in processing speed compared to the
above two segmentation methods. Next, this paper will discuss in detail the common instance
segmentation methods. The classification of the instance segmentation methods based on deep
learning is shown in Fig. 2.

2.1 Method Based on Detection

With the application of convolutional neural networks (CNN) in the field of object detection, it
has greatly promoted the development of object detection. In 2014, Girshick proposed the
RCNN framework, which uses selective search70 to generate a region proposal boxes on the
image and then uses CNN for feature extraction. Finally, train the support vector machine
(SVM)71,72 classifier to predict the result. The appearance of this algorithm has greatly promoted
the development of object detection technology. Subsequently, the author improved RCNN and
further proposed Fast RCNN and Faster RCNN. It solves problems such as repeated convolution
calculations and effectively improves the effect of object detection technology.

The detection-based instance segmentation method first finds the region of the instance
through object detection method and then performs mask prediction in the detection area. In
the end, each prediction result is output as a different instance. This method is closely related
to object detection. With the rapid development of object detection technology, it can directly
promote the progress of this type of instance segmentation technology. In terms of algorithm
research, it has significant advantages over other types of instance segmentation technologies.

Fig. 2 Classification of instance segmentation.
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In 2017, He et al. proposed the Mask RCNN algorithm based on Faster RCNN. The algo-
rithm adds a mask branch to predict the instance mask on the basis of Faster RCNN. It is a classic
instance segmentation algorithm based on object detection. It has obtained a good instance seg-
mentation effect and strongly promoted the development of related technologies. The framework
of Mask RCNN is shown in Fig. 3.

In 2016, Dai et al.73 proposed a multi-task learning framework for the problem that semantic
segmentation algorithms cannot be applied to instance segmentation. The model is composed of
three parts: distinguishing instances, estimating masks, and classifying objects. These parts are
designed as a cascade structure. The algorithm achieved the most advanced instance segmenta-
tion accuracy at the time on the VOC dataset. In 2018, Liu et al.74 proposed PANet. Through the
bottom-up path enhancement method, precise positioning signals are used at a lower level to
enhance the entire feature hierarchy. The information path between the lower level and the upper-
most level is shortened. And an adaptive feature pool is proposed, so that the useful information
of each layer is directly transmitted to other suggestion subnets, and a complementary branch
that captures different views for each suggestion is created, which further improves the mask
prediction result. In 2019, Chen et al.75 proposed a new hybrid task cascade framework HTC,
which introduced cascade in instance segmentation. The framework interweaves detection and
segmentation for joint multi-stage processing and uses full convolution to distinguish difficult
samples, which can gradually learn more distinguishing features. At the same time, the com-
plementary features are integrated at each stage, which effectively improves the effect of instance
segmentation.

2.2 Method Based on Pixel

Pixel-based methods first predict the category label of each pixel and then group them to form
instance segmentation results through methods such as clustering and metric learning.76–78

Compared with detection-based methods, this type of algorithm is generally less accurate, and
because it needs to predict each pixel, it puts a higher demand on the computing power of the
computer.

Gao et al.79 proposed a pixel-based instance segmentation method SSAP, which learns the
probability that two pixels belong to the same instance by learning the affinity pyramid of
pixel pairs. Among them, the affinity pyramid learns the short-distance affinity from the higher
resolution image, learns the long-distance affinity from the lower resolution image, and then
generates the multi-scale affinity pyramid. Use semantic segmentation and affinity pyramid
joint learning to generate multi-scale instance predictions. Through the cascading graph division
module, the running speed is effectively improved. It reached the most advanced level at the time
on the Cityscapes dataset. The frame diagram of SSAP is shown in Fig. 4.

Brabandere et al.80 proposed a pixel-level discriminative loss function to deal with instance
segmentation tasks. The loss function maps each pixel in the network to a point in the feature
space, and this makes the pixels belonging to the same instance very close, while the distance
between different instances is very far. The loss function includes pulling force, thrust force, and
regularization, where the pulling force is to reduce the distance between all elements in the same
instance and their average value. The thrust force pushes the center point of each cluster farther.

Fig. 3 Mask RCNN framework for instance segmentation.
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Regularization means that the center point of each cluster is as close to the origin as possible.
In addition, Bai and Urtasun81 proposed a simple end-to-end CNN to complete instance seg-
mentation. They combined semantic segmentation with the traditional watershed algorithm
to generate an energy map and then segmented each instance of the energy map, which can
complete a very fast and accurate estimation.

Kirillov et al.82 defined the instance segmentation problem as two outputs of instance-agnos-
tic semantic segmentation and all instance boundaries. The edge detector is trained using the
annotation of instance segmentation, and then the semantically segmented region is segmented
by the edge detector, forming a new multi-cutting form. Arnab and Torr83 proposed an instance
segmentation system based on an initial semantic segmentation module, which inputs the seman-
tic segmentation result into an instance subnetwork for instance prediction and achieves instance
segmentation with higher precision. Liu et al.84 proposed the SGN network to decompose the
instance segmentation task into a series of subtasks, then the final segmentation mask prediction
is performed by the combination of these subtasks. The advantage of this method is to achieve
task decomposition, but because each subtask is performed sequentially, it takes a long time.

2.3 Single-Stage Instance Segmentation

Compared with the above two types of instance segmentation algorithms, the single-stage in-
stance segmentation technology discussed in this section has better computational efficiency, and
the existing technology can already meet the requirements of real time in practical applications.
In 2019, Bolya et al.85 proposed the YOLACT algorithm. It decomposes the instance segmen-
tation task into two subtasks: generating a set of prototype masks and predicting the mask
coefficient of each instance. Then an instance mask is generated by linearly combining the two
subtasks. In addition, in order to improve the running speed of the branch, the algorithm
proposes a Fast non maximum suppression (NMS) algorithm to replace the NMS algorithm
to achieve real-time instance segmentation speed. The structure diagram of YOLACT is shown
in Fig. 5. In order to further improve the segmentation accuracy of YOLACT, the author pro-
poses the YOLACT++ algorithm.86 By introducing deformable convolution into the backbone
network, the segmentation accuracy is effectively improved without affecting the efficiency of
the algorithm.

In 2020, Xie et al.87 proposed a single-stage instance segmentation method PolarMask. This
method transforms instance segmentation into two tasks of instance center point classification
and dense distance regression to jointly predict instance contours. In addition, two effective
methods are proposed to process high-quality center samples and optimize dense distance regres-
sion, which can significantly improve performance and simplify the training process. This frame-
work effectively simplifies the complexity of the instance segmentation task and has a higher
segmentation accuracy. In the same year, Wang et al.88 proposed a single-stage instance segmen-
tation method SOLO, which directly predicts the object, predicts the instance category according
to the position of the object center and the object size, and does not rely on suggestion box

Fig. 4 SSAP instance segmentation algorithm framework.
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extraction and postprocessing algorithms. The algorithm idea is to divide the picture into grids. If
the center of the object falls into a certain grid, the grid uses the classification branch to predict
the semantic category of the object, and the mask branch predicts the instance mask of the object.
This processing algorithm is simple and efficient and has the same processing accuracy as Mask
RCNN. It is better than all previous single-stage processing algorithms. Later, the SOLOv289

algorithm was developed on the basis of SOLO, which decomposes the object mask generation
into kernel branches and feature branches, reducing subsequent calculations. In addition, the
Matrix NMS method was proposed to execute NMS operations in parallel, and better results
were obtained, and breakthroughs were made in segmentation accuracy and calculation speed.

The instance segmentation model based on deep learning has two typical processing ideas:
top-down and bottom-up. The BlendMask algorithm90 combines the advantages of the two ideas.
The FCOS object detection algorithm91 is used as the main structure, and it combines the global
semantic information provided by the higher-level features with the location information pro-
vided by the lower-level features. The network learns richer feature information and achieves an
excellent instance segmentation effect.

Among the above-mentioned mainstream methods of instance segmentation, both detection-
based and pixel-based methods are two-stage processing methods, it generally has better segmen-
tation accuracy than single-stage processing methods. Among them, detection-based processing
methods are closely related to object detection tasks, and the rapid development of object detec-
tion tasks can directly promote the development of such algorithms, which has significant advan-
tages. The single-stage instance segmentation algorithm is generally more concise and efficient
than the two-stage algorithm and has a faster segmentation speed. In addition, the latest SOLO
algorithm and BlendMask algorithm have also reached the segmentation accuracy of the two-
stage algorithm, which is a recent research hotspot in the field of instance segmentation.
Fields such as intelligent driving and security monitoring put forward higher requirements for
the real-time performance of algorithms. In these fields, the current single-stage instance segmen-
tation method with fast segmentation speed is undoubtedly the future development direction.

3 Datasets and Data Augmentation Methods

3.1 Datasets

Model training and testing are inseparable from a large amount of reasonable data. Datasets play
a vital role in the development of computer vision technology. In addition, some public datasets
also provide benchmarks for performance comparisons between different algorithms. The
criteria for measuring the quality of a dataset include data richness, scene diversity, and label
completeness. This section introduces common datasets in the field of instance segmentation.

The Pascal VOC dataset92 is a dataset used in the PASCAL VOC Challenge between 2005
and 2012. It can be used for tasks such as object detection, semantic segmentation, and instance
segmentation. It contains 11,540 pictures in 20 categories, and each picture has detailed

Fig. 5 YOLACT algorithm structure diagram.
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annotation information. It has been the most important algorithm comparison benchmark before
the large-scale application of the Microsoft COCO dataset.

The Cityscapes93 dataset is an image dataset collected from more than 50 different city
streets, with 5000 finely labeled images and 20,000 roughly labeled images. The dataset contains
a total of 30 object categories, which are divided into 8 major categories related to urban scenes.
It can be used for semantic segmentation and instance segmentation tasks and are mainly used to
improve the algorithm’s urban scene understanding performance.

The Microsoft COCO94 dataset is collected from many different daily scenes, with a total of
330,000 pictures, including 80 categories and 1.5 million object instances. It can be used for a
variety of different vision tasks, including object detection, semantic segmentation, instance seg-
mentation, and panoptic segmentation. Due to the large amount of data and diverse scenarios, the
Microsoft COCO dataset is currently recognized as an authoritative dataset in many computer
vision fields and is often used as a benchmark for comparing the pros and cons of algorithms.
The pictures in the Pascal VOC, Cityscapes, and Microsoft COCO datasets are shown in Fig. 6.

The Pascal VOC dataset is rich in types and has detailed annotation information. Compared
with the COCO dataset, it is more suitable for algorithm research on personal terminals, and its
appropriate amount of data can effectively reflect the pros and cons of the model. Compared with
the Pascal VOC dataset, the COCO dataset has a richer amount of data. It can obtain better
experimental results with abundant computing resources, which helps to improve the final results
of the model. Compared with the above two comprehensive datasets, the Cityscapes dataset
contains a large amount of data related to urban scenes, which has important application value
in professional fields such as intelligent driving.

In addition to the above three common datasets in the field of instance segmentation, there are
datasets such as MVD,95 Kins,96 and SBD.97 The relevant information of these datasets is shown
in Table 1.

3.2 Evaluation Method

Evaluation methods can be used to test the pros and cons of algorithms. Using the same evalu-
ation method on the same dataset can compare the performance of different algorithms. At
present, the performance of instance segmentation algorithms can be evaluated from many
aspects, among which the most important evaluation indicators are segmentation accuracy and
running speed.

Fig. 6 Some example images in (a) Pascal VOC, (b) Cityscapes, and (c) Microsoft COCO.
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In terms of accuracy, average precision (AP) is generally used as an evaluation index, which
represents the accuracy of instance segmentation. In addition, because common datasets usually
have multiple categories, mAP is often used as an evaluation indicator to represent the average
accuracy of multiple categories, the result is to take the mean value of each category AP.
Intersection over Union (IoU) represents the intersection ratio between the algorithm segmen-
tation result and the ground truth box. In the general definition, when IoU is greater than 0.5, the
segmentation is considered successful. After 2014, due to the widespread use of COCO datasets,
researchers began to pay more attention to accuracy. In COCO, a fixed IoU threshold is not used.
Instead, multiple IoUs are averaged between 0.5 (coarse positioning) and 0.95 (perfect position-
ing). This metric change promotes more accurate object positioning.

In terms of running speed, processing time and frames per second are generally used as
evaluation indicators. The processing time represents the time required to process a standard
resolution image, and the number of frames per second represents the number of images that
the algorithm can process in one second. When comparing the operating efficiency of different
algorithms, in addition to ensuring the consistency of the dataset, it is also necessary to ensure
the consistency of the hardware platform.

The performance of excellent instance segmentation algorithms in recent years is shown in
Table 2.

Table 1 Dataset related information.

Dataset
name Category

Images of
trainval

Images
of test Size Characteristic

Pascal VOC 20 11,540 10,991 — Multiple categories, very important early
datasets

Cityscapes 8 3475 1525 1024 × 2048 Five thousand finely annotated images

COCO 80 123,287 40,670 — Multiple categories, large-scale datasets

MVD 66 25,000 — — Images taken around the world in different
weather, seasons, and daytime

Kins 8 7474 7517 — Fine pixel level annotation

SBD 20 8498 2820 500 × 500 Object external boundary dataset

Table 2 Algorithm performance information.

Algorithm Dataset AP (%) Year

Mask RCNN COCO 37.1 2017

SGN Cityscapes 25.0 2017

PANet COCO 40.0 2018

SSAP Cityscapes 32.7 2019

TensorMask98 COCO 37.3 2019

YOLACT COCO 29.8 2019

YOLACT++ COCO 34.6 2019

SOLO COCO 37.8 2020

SOLOv2 COCO 39.7 2020

PolarMask COCO 32.9 2020

BlendMask COCO 41.3 2020

Deep snake99 Cityscapes 31.7 2020

Tian et al.: Review of object instance segmentation based on deep learning

Journal of Electronic Imaging 041205-8 Jul∕Aug 2022 • Vol. 31(4)



3.3 Data Augmentation

At present, with the continuous development of deep learning technology, although the network
performance is getting stronger and stronger, it also leads to the deepening and complexity of the
network structure. The earliest Lenet5100 only had five layers, but nowadays common networks
such as ResNet can easily reach hundreds of layers. The complex network puts forward higher
requirements on the amount of data, and it is easy to cause problems such as overfitting when the
amount of data is insufficient.

For many specific application areas, there are not enough datasets available. The several
datasets mentioned above have a data volume of several thousand to several tens of thousands,
but they are often divided into many categories. For example, the VOC dataset is divided into
20 categories, the MVD dataset is divided into 66 categories, and the COCO dataset is divided
into 80 categories. When focusing on the case segmentation research of a certain fine category,
there is often a serious lack of corresponding data volume, thus developed a series of data aug-
mentation methods. Through the data augmentation method, the amount of data can be appro-
priately expanded without affecting the content of the image expression, which is an effective
method to increase the diversity of data.

Common data augmentation methods include multi-scale scaling, flipping, and cropping.
Multi-scale instance segmentation has always been a tricky problem. Different sizes of the same
object can help the network learn its features better. Multi-scale scaling is to randomly scale the
original image to a specified set of sizes. In the process of multi-scale scaling, it is generally
equal-scale scaling of the original image to avoid object distortion. Flip is generally divided into
horizontal flip and vertical flip, which uses the center of the image as the center of rotation for
symmetrical mapping of the image. The flipped image can help the network learn information
about objects in different positions of the image. The cropping operation generally cuts part of
the image randomly, so that objects appear in different positions of the image in different pro-
portions, which can increase the data diversity to a certain extent and reduce the sensitivity of the
model to the object position.

In addition, a data enhancement method called Mosaic is mentioned in YOLOv4.101 This
method randomly uses four pictures to perform random scaling. Randomly distributed splicing
is then carried out, which can effectively enrich the detection dataset. In particular, this data
enhancement method adds many small-scale objects to make the network more robust. Mosaic
data enhancement is shown in Fig. 7.

4 Discussion on Key Issues in Instance Segmentation Technology

4.1 Instance Segmentation Framework

From the perspective of the development of instance segmentation technology, a large number of
studies have focused on the two-stage instance segmentation framework. Including classic algo-
rithms such as Mask RCNN that detects first and then segmentation and also includes algorithms
such as SSAP that first pixel-by-pixel prediction and then clustering. They have achieved good
segmentation results in the test. In recent years, inspired by detectors such as YOLO, some
single-stage segmentation methods have also appeared in the field of instance segmentation,
such as YOLACT and PolarMask algorithms.

In the technical development process of instance segmentation, compared with the single-
stage processing method, the two-stage method has many advantages, such as better segmenta-
tion accuracy and easier promotion. Moreover, the continuous improvement of object detection
technology can also promote the development of detection-based two-stage instance segmenta-
tion technology, so a large amount of research focuses on the two-stage method. However, the
two-stage method is generally more cumbersome to train and requires more training time and
higher hardware resources. In the test, the detection speed is often slower than the single-stage
method. The single-stage segmentation algorithm has a simple structure and a fast running
speed, which can meet the requirements of real-time applications. When this type of algorithm
first appeared, the segmentation accuracy was low. However, after continuous research and
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development, considerable progress has been made the latest SOLO, and BlendMask can reach
the segmentation accuracy of the two-stage algorithm Mask RCNN.

In the current research process of instance segmentation technology, due to the advantages of
single-stage frame segmentation speed, there are more and more researches on related algo-
rithms, which strongly promote the development of single-stage instance segmentation technol-
ogy. However, on the whole, the two-stage algorithm is easier to obtain excellent segmentation
accuracy, and it still has important application value in medical applications and other occasions
where real-time requirements are not high. In the research and application of instance segmen-
tation technology, the specific frame selection should be closely combined with the application
scenario to obtain a more suitable segmentation effect.

4.2 Small Object Image Instance Segmentation

Small object instance segmentation has important application value in many fields, such as
remote sensing image instance segmentation, medical image object segmentation, and intelligent
driving obstacle segmentation. Accurate instance segmentation results can provide reliable infor-
mation for further in-depth analysis. At present, instance segmentation for small objects has low
accuracy and poor effect and often has problems of missing segmentation and wrong segmen-
tation. On the other hand, small objects that are successfully segmented often have problems
such as low IoU with the real object and blurred segmentation boundaries. The small object
image in the remote sensing field is shown in Fig. 8.

Fig. 7 Mosaic data enhancement results.
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After the CNN undergoes multi-layer feature extraction, the output layer generally contains
only semantic information and lacks the detailed information needed to detect small objects.
Although the detail information can be recovered to a certain extent through upsampling,
it will cause serious loss of detail information after multi-layer convolution, which makes it
difficult to segment small objects. Aiming at the difficulty of small object segmentation,
Pang et al.102 proposed a part-aware segmentation method, which can clearly detect the semantic
part and retain relevant information during segmentation, which effectively improves the seg-
mentation problem of small objects. Hamaguchi et al. found that the specific difficulties of
remote sensing tasks were not considered in the segmentation of remote sensing images, such
as small and dense objects in remote sensing images. To solve this problem, they proposed
the LFE module,103 which aggregated local features by reducing the expansion factor and
achieved good results in the dataset test. For the problem of small object segmentation,
Dijkstra et al.104 proposed CentroidNetV2 on the basis of CentroidNet. Its loss function com-
bines cross-entropy loss and Euclidean-distance loss to achieve high-quality object instance
center detection and boundary segmentation, and effective improvements have been made in
small object segmentation.

In the process of extracting object features using CNNs, generally only the semantic infor-
mation needed to segment large objects is included at a high level. In order to accurately segment
the small objects, the detailed information contained in the low-level feature map must be used,
so the number of convolutional layers can be reduced to improve the small object segmentation
ability. However, in practical applications, in order to retain sufficient large object detection
capabilities, feature fusion is generally used to combine the information of multiple layers of
features. Although the above method can improve the small object segmentation ability to a
certain extent, the effect is still not ideal. How to segment small object images efficiently and
accurately is a major difficulty in the field of instance segmentation.

4.3 Instance Segmentation Edge Contour Optimization

For some complex feature instances, the existing algorithms generally blur the segmentation of
boundary regions. Although the segmentation result can complete the specific instance segmen-
tation task, the overall visual effect is poor due to rough edges. Fine contour optimization can
directly improve the visual effect of instance segmentation. The contour optimization effect
comparison in the instance segmentation is shown in Fig. 9.

Aiming at the problem of fuzzy edge information of the segmentation result in the instance
segmentation algorithm PolarMask, Zhang and Cao105 accurately extracted the instance contour
by predicting the angle offset and distance of the contour point. At the same time, the semantic
segmentation subnetwork is used to further refine the edge of the instance, which improves the
segmentation accuracy by 2.1% compared with the improvement before. Aiming at the problem
that the edges of instances segmented by Mask RCNN are not fine enough, Liang et al. proposed
to use PoolNet to process the detected images based on the segmentation results obtained by
Mask RCNN. Use the results of PoolNet to optimize the edge of the mask image of the instance
segmentation, thereby optimizing the edge contour of the instance segmentation.106

Fig. 8 Small object images in the field of remote sensing (a) satellite imagery and (b) ground truth
for buildings.
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Aiming at the problem that the quality of detection affects the integrity of the mask, Chen
et al.107 proposed a method that can learn the association between object features and bounding
boxes. It can provide a more accurate edge contour for instance segmentation and has been
effectively improved. Zhao et al.108 proposed an instance segmentation model for the accuracy
of segmentation contours, which used detection and segmentation as a multi-stage process to
obtain accurate segmentation edges and improve the geometric regularity of the segmentation
results.

The edge contour optimization of instance segmentation can not only improve the accuracy
of segmentation but also greatly improve the recognition and trust of humans for computer vision
instance segmentation. It is very important to improve the quality of segmentation and is a key
factor that affects the final effect of instance segmentation.

5 Conclusion

Instance segmentation is an important problem of computer vision, and it is the most challenging
research topic among the four basic tasks of computer vision. It has an important influence on the
development of intelligent driving, security monitoring, medical health, etc. With the continuous
development of CNNs, instance segmentation technology has become a current research hotspot
and also a current research difficulty. This paper first reviews the traditional image segmentation
methods, and on this basis, a comprehensive discussion of object instance segmentation based on
deep learning. Subsequently, the common datasets in the field of instance segmentation and their
respective characteristics are introduced in detail, and the key issues affecting the development of
instance segmentation are discussed at the end.

The current instance segmentation technology mainly has problems with different algorithm
frameworks, small object image instance segmentation, and edge contour blurring. Different
algorithm frameworks have different advantages in object instance segmentation technology due
to their different solution ideas. For example, detection-based methods generally have higher
accuracy, and single-stage methods generally have faster speed. A reasonable selection of the
algorithm framework according to the specific application field can effectively improve the seg-
mentation results. Small object images often cause segmentation difficulties and inaccurate seg-
mentation due to their object occupies fewer pixels in the image. For example, the segmentation
ability of small objects in the field of remote sensing detection is particularly important. The
solution of such problems can directly promote the wide application of object instance segmen-
tation technology in related fields. Fuzzy edge contour is a common problem faced by object
instance segmentation. Accurate edge contour can directly increase human trust in the object
instance segmentation technology and can promote the application of this technology in different
fields.

Fig. 9 Comparison of contour optimization effects.
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This paper proposes that the instance segmentation technology will mainly have the follow-
ing development directions in the future.

(1) In the actual environment, it is often necessary to deal with the problem of multi-scale
object segmentation. Multi-scale object segmentation requires accurate segmentation of
large and small objects in the image at the same time, which is more difficult than the
small object segmentation problem and has always been an important issue that affects
the accuracy of instance segmentation technology. Improving the segmentation effect of
small objects and the segmentation ability of multi-scale objects is an important way to
improve the accuracy of the algorithm, and it is an important research direction in the
field of instance segmentation.

(2) The accuracy of instance segmentation directly affects whether it can be applied in
practice, and low-quality weather conditions such as rain, snow, and fog will
inevitably be encountered in fields such as intelligent driving. The low-quality
images collected in these weathers directly affect the effect of instance segmentation.
How to combine cameras with sensors such as lidar to improve the robustness of
the algorithm in various environments is an important development direction in the
future.

(3) Because the segmentation accuracy of the overall instance segmentation technology is
low, the main core problem at present is how to improve the accuracy of instance seg-
mentation. As a result, the model is often more complicated, difficult to train, and difficult
to deploy to the mobile terminal. How to simplify the model structure and reduce the
hardware requirements without affecting the accuracy of the model is an important issue
for its current application in a specific environment, and it is an important direction of
current development.
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