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1 Introduction
Over the past decade, CMOS image sensors have replaced
both photographic film and CCD image sensors in nearly
all imaging applications. During the same time, the advance-
ment of silicon process technology according to Moore’s law
has led to smaller and smaller pixels in many of these appli-
cations. In a conventional image sensor, a pixel is sampled
only once per exposure. The high end of the dynamic range
is therefore limited by the full well capacity of the pixel. The
low end of the dynamic range is determined by the minimum
amount of light required to generate a signal that can be dis-
tinguished from the combined photon noise and sensor read
noise. Modern image sensors have achieved sensitivities of a
few photo electrons.1

The method proposed by us and other work discussed
below apply oversampling to extend the dynamic range.
In contrast to a conventional image sensor, an oversampling
sensor combines multiple measurements of light intensity
into a single pixel value of the final image. These multiple
measurements can be distributed over space or over time
or both.

To overcome the limitation of the high end of the dynamic
range given by the reduced full well capacity and to make
better use of highly sensitive pixels smaller than diffraction
limit and with high sensitivity, Fossum2,3 and Sbaiz et al.4

proposed oversampling the incident light in space and
time, making a binary decision at each sampling event by
comparing the number of detected photons against a thresh-
old. The total number of photons can then be reconstructed
from the results (0 or 1) of multiple such binary samplings.
Yang et al.5 derived the theoretical limits of such binary over-
sampling based on photon statistics. All these proposals
assume samplings equidistant in time and pixel reset after

each sampling event and require a very small pixel with
close to single-photon sensitivity. In the remainder of this
paper, we will follow Ref. 3 by naming the binary sampled
element “jot,” reserving “image pixel” or simply “pixel” for
the aggregate that is used to form the final image. Vogelsang
and Stork6 expanded this binary oversampling approach to
be usable with less sensitive and conventional pixels and
to provide more control over the sensor characteristics by
the introduction of conditional reset and the variation of sam-
pling thresholds and sampling interval durations. This new
method fully resets the pixel instead of proportional to the
sampled signal, and the threshold comparison and condi-
tional reset is done at fixed times independent of the time
when the threshold is reached. The sensor response is there-
fore different from ΣΔ approaches (Refs. 7 and 8) to binary
oversampling.

Multibit sampling differs from these binary oversampling
approaches and has been shown to extend dynamic range as
well. Many of today’s cameras have a high dynamic range
(HDR) mode where multiple exposures with different expo-
sure times are taken and afterward combined into a final
image with extended dynamic range according to the pro-
posal by Debevec and Malik.9 Extension of dynamic range
in a single exposure can be achieved either by circuit tech-
niques in the pixel that modify the effective full well capacity
or by multiple samplings during light accumulation. Yang
and El Gamal compared some of these approaches in
Ref. 10. Multibit sampling at exponentially spaced time
intervals employing a pixel-level analog-to-digital converter
(ADC) has been further explored by Yang et al.11 The
sequence of effective sampling durations is monotonically
increasing since there is no reset during an exposure. This
limits the possibilities to shape the sensor response.

The conditional and selective per-pixel full reset of our
proposed method allows sampling of each pixel with the
optimum sample interval duration for the given illumination
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level without the need to add per-pixel decision circuitry or a
pixel-level ADC. The only addition to a pixel is one transistor
to enable column control of the reset in addition to the usual
row control. The method is, therefore, well suited for sensors
with small pixels.

Vogelsang et al.12 have shown a fundamental equivalence
between multibit oversampling of pixels and binary over-
sampling using virtual jots that have thresholds at the steps
of the ADC. As such, the same mathematical description
applies to these two apparently different approaches. The
mathematical representation of these approaches can be
used to optimize the design of oversampled image sensors
both for the expected light conditions and for the hardware
properties of the pixel technology that is available to manu-
facture the sensor.

The work presented here is organized as follows.
Section 2 describes our photon-based sensor model. The ana-
lytical model combining the theory of binary sampling first
presented in Ref. 6 and multibit sampling first presented in
Ref. 12 is described in Sec. 2.1, and the Monte Carlo
approach that is used when noise sources other than photon
shot noise need to be considered is described in Sec. 2.2.
Different sampling policies (sampling schedules and thresh-
old settings) are compared in Sec. 2.3, and an experimental
hardware validation of the model is shown in Sec. 2.4. We
then discuss in Sec. 3 how the photon-based sensor model
can be related to imaging situations in the real world by con-
necting scene illumination and camera parameters to the
image sensor parameters (Sec. 3.1) and use this relationship
to compare low light and dynamic range capabilities of con-
ventional digital cameras and cameras using the proposed
oversampling sensor (Sec. 3.2). Section 4 summarizes
our work.

2 Photon Statistics-Based Sensor Model

2.1 Analytical Model
The light intensity incident on a pixel of an image sensor is,
in general, represented as a digital number of a certain bit
depth. In a conventional image sensor, this bit depth is the
bit depth of the ADC used to sample the photodetector
response. The binary oversampling sensors discussed above
achieve their total bit depth through the number of spatial
and temporal binary samplings that are combined to form
the signal in an image pixel. Multiexposure HDR derives
most of its resolution through ADC bit depth but has some
temporal oversampling (unconditional or hard reset between
samples). The total image sensor design space can, therefore,
be viewed as a three-dimensional space with the bit depth of
the ADC and the amount of temporal and spatial oversam-
pling as the axes. Figure 1 illustrates this concept and shows
planes of constant total bit depth as well as the design space
used by different sensors. Our theory accurately models all
combinations of temporal and spatial oversampling as well
as ADC bit depth.

2.1.1 Binary sampling

Sensor operation. Each image pixel comprises a number
of binary sampled jots. At each sampling event, each jot
produces a single binary output (a 1) if its integrated expo-
sure exceeds a threshold θ and a 0 otherwise. If the jot pro-
duces a 1, then its integrated exposure is reset to 0; otherwise

its integrated photon signal is not reset (a nondestructive
read), as shown in Fig. 2. The threshold in each binary
jot can be varied in space or time to improve image
quality.

Forward response model. The mathematical theory of
operation of this sensor architecture is based on repeated
conditional sampling from Poisson distributions.

An image pixel consists of S jots that are oversampled N
times within one exposure. The image pixel response Y is the
sum of the jot sampling results and, therefore, a number
between 0 and N · S (other models could be used as
well). Jots are grouped by type where jots of a given type
all have the same area and the same threshold. The basic
relations between these variables are S ¼ PnT

i¼1 si, texp ¼P
N
m¼1 tm, and A ¼ PnT

i¼1 siai, where S is the spatial over-
sampling, i.e., the number of jots in an image pixel, nT is
the number of types of jots (different types have different
thresholds or area or both), si is the number of jots of
type i in an image pixel, texp is the exposure time, N is
the temporal oversampling, i.e., the number of readouts dur-
ing exposure time texp, tm is the duration of sampling interval
m (denoted as τ when constant), A is the area of an image
pixel, and ai is the area of jot of type i.

Photons impacting the image sensor are distributed
according to a Poisson distribution. The probability of
observing θ or more photons in a jot given an average inci-
dent photon number λ is therefore

Qðλ; θÞ ≡ Pr½k ≥ θ; λ� ¼ 1 − e−λ
Xθ−1
k¼0

λk

k!
: (1)

Key to the calculation of the expected sensor response is
the probability pi;m that a jot of type i will be at or above
threshold in sampling interval m. This probability can be
computed calculating forward from the first to the last sam-
pling interval.

pi;1 ¼ Qðλi;1; θi;1Þ; (2)

Temporal oversampling

Spatial oversampling

ADC bit depth

Multi exposure HDR

Conventional

Binary oversamplingPlanes of constant total bit depth

Fig. 1 Image sensor design space. Binary oversampling methods lie
on the plane spanned by the temporal and spatial oversampling axes,
while conventional image sensors lie on the analog-to-digital con-
verter (ADC) bit depth axis. Multiexposure high dynamic range lies
on the plane spanned by the temporal oversampling and ADC bit
depth axes. Our theory describes the full three-dimensional design
space.
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pi;2 ¼ ri;1Qðλi;2; θi;2Þ þ
Xθi;2−1
n¼0

λni;1e
−λi;1

n!
Qðλi;2; θi;2 − nÞ

þ
Xθi;1−1
n¼θi;2

λni;1e
−λi;1

n!
; (3)

pi;m≥3 ¼ ri;m−1Qðλi;m; θi;mÞ þ
Xθi;m−1
n¼0

Pði;nÞ
1;m−1Qðλi;m; θi;m − nÞ

þ
Xm−2

j¼1

ri;j
Xθi;m−1
n¼0

Pði;nÞ
jþ1;m−1Qðλi;m; θi;m − nÞ

þ
Xθi;m−1
n¼θi;m

Pði;nÞ
1;m−1 þ

Xm−2

j¼1

ri;j
Xθi;m−1
n¼θi;m

Pði;nÞ
jþ1;m−1: (4)

Here, pi;m is the probability to sample at or above thresh-
old at a jot of type i at sampling interval m, ri;m is the prob-
ability to reset a jot of type i at sampling intervalm, λi;m is the
average number of photons impacting a jot of type i during

sampling interval m, and θi;m is the sampling threshold of jot
of type i in sampling intervalm. The terms in Eqs. (3) and (4)
denote the jots’ sampling and reset history. The first term is
the probability that the jot has been reset in the directly pre-
ceding interval, so that at least the threshold number of pho-
tons are needed to accumulate again to sample at or above
threshold in the following interval. The other terms denote
sequences where no reset has occurred in the directly preced-
ing interval. They are summarized in Table 1. Each term
needs to be multiplied with the probability of its occurrence
and summed over the combinatorial possibilities of photon
combinations to reach it.

The term Pði;nÞ
a;b is the probability of a photon sequence of

total n photons distributed over the sampling intervals a
through b in a way that the threshold is not reached in
any sampling interval a through b and that the sensor is
not reset after sampling. The intervals a and b denote any
pair of sampling intervals with a being less equal to b.
There are different equations to calculate Pði;nÞ

a;b depending
on the sequence of thresholds and the reset operation
(see below).

The expected value of the image pixel response is

E½Y� ¼
XnT
i¼1

�
si
XN
m¼1

pi;m

�
: (5)

Unconditional reset. In the case of unconditional reset
(cf., Refs. 2 to 5), after each sampling ri;m ¼ 1 and
Pði;nÞ
a;b ¼ 0. Equation (5), therefore, becomes

E½Y� ¼
XnT
i¼1

�
si
XN
m¼1

Qðλi;m; θi;mÞ
�
: (6)

Conditional reset with thresholds constant over time. If
the pixels are conditionally reset only if they are sampled at
or above threshold (cf. Fig. 2), then ri;m ¼ pi;m and the full
equations need to be used. As long as the thresholds do not
vary in time, it is, however, possible to find a simplified
expression for Pði;nÞ

a;b as only one threshold needs to be
considered.

The third term of Eq. (3) and the fourth and fifth terms of
Eq. (4) vanish since there is no change in threshold. The
range of the sum over n of the second term of Eq. (3)
and the second and third terms of Eq. (4) from 0 to threshold
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Fig. 2 The dots on the x axis indicate random photon strikes in a jot
and the dot-dash line is their cumulative histogram. The vertical
dashed lines show the sampling intervals of constant period τ. In
this example (θ ¼ 12), the conditional reset occurs three times
—t ¼ 2τ, 4τ, and 7τ, and thus the digital output is y ¼ 3.

Table 1 Sampling sequence types in a jot.

Qðλi;m; θi;mÞ Pixel has been reset at sampling m − 1 and threshold is reached at sampling m.

Pði;nÞ
1;m−1Qðλi;m; θi;m − nÞ Pixel has never been reset before sampling m and threshold is reached at interval m by adding n photons in interval m.

Pði;nÞ
jþ1;m−1Qðλi;m; θi;m − nÞ Pixel has been reset at sampling j < m − 1 and threshold is reached at interval m by adding n photons in interval m.

Pði;nÞ
1;m−1 Pixel has never been reset before sampling m and threshold is reached at interval m without adding photons in

interval m because the threshold of sampling m is n photons lower than the number of photons at the end of
sampling m − 1.

Pði;nÞ
jþ1;m−1 Pixel has been reset at sampling j < m − 1 and threshold is reached at interval m without adding photons in interval

m because the threshold of sampling m is n photons lower than the number of photons at the end of sampling m − 1.
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minus one makes sure that n is never at or above threshold.
The probability of n photons below threshold in the sampling
intervals a to b becomes, therefore, simply the Poissonian
probability of n photons. Since the sum of Poissonian prob-
abilities over expected photon numbers is the Poissonian
probability of the sum over these expected photon numbers,
the sampling sequence probability becomes

Pði;nÞ
a;b ¼ ðPb

k¼a λi;kÞne−
P

b
k¼a

λi;k

n!
: (7)

Conditional reset with temporally variable threshold.
The most complex calculation is for a sensor with thresholds
varying over time where the pixels are conditionally reset
only when they have been sampled above threshold. In
this case, Pði;nÞ

a;b needs to be evaluated by examining the pho-
ton sequences in detail. The set Ξði;nÞ

a;b of photon sequences
fφa · · · φbg is the subset of all possible sequences of
total n photons that do not exceed the threshold at any sam-
pling between intervals a through b. The elements φ of
the sequence are the photon numbers reaching the sensor
at each interval of the sequence. For computational simpli-
fication, all thresholds between sampling event a and b can
be replaced by a monotonic sequence giving the sequence
θ 0
i;a · · · θ 0

i;b with θ 0
i;a ≤ θ 0

i;b. Such a replacement is not nec-
essary to calculate the sampling probabilities, but the time
required to do the computation depends strongly on the num-
ber of photon sequences, and this simplification, therefore,
reduces computation time. The sequence can be made mon-
otonic since if a lower threshold would follow a higher
threshold and the number of photons in that sequence
would be between the high and low threshold, it would
be above the low threshold and the sequence would therefore
not be a sequence that satisfies the condition that the number
of photons is below the threshold for all intervals from a to b.
This allows replacing nonmonotonic θ with monotonic θ 0 by
replacing high thresholds with following low thresholds. The
sequence is then reduced to one entry per threshold value to
the sequence θ�i;a · · · θ�i;b with θ�i;a < θ�i;b, and the sampling
sequence probability becomes

Pði;nÞ
a;b ¼

X
fφa · · ·φb� g∈Ξ�ði;nÞ

a;b�

Yb�
l¼a

λ�φl
i;l e

−λ�i;l

φl!
: (8)

The set Ξ�ði;nÞ
a;b� of photon sequences fφa · · · φb�g is the

subset of all possible photon sequences that fulfill the
conditions

P
b�
l¼a φl ¼ n and

P
k
l¼a φl < θ�i;k ∀ k ∈ ½a; b��.

The list of effective thresholds θ�i;k fulfills the conditions
θ�i;k < θ�i;kþ1 ∀ k ∈ ½a; b� − 1�, θ�i;b� ¼ θi;b, θ�i;k ∈ fθi;rg|fflffl{zfflffl}

a≤r≤b
∀ k ∈ ½a; b��, θi;r ≥ θi;rþ1 ∀ r ∈ ½a; b�, and θ�i;k ¼ θi;b. The
photon count in the modified intervals is determined
as λ�i;l ¼

P
b
r¼a λi;r.

2.1.2 Multibit sampling

Equivalence of multibit and binary sampling. The equiv-
alence between binary oversampling and multibit oversam-
pling can be shown by examining the probabilities of the

ADC to return a specific data number d. If the ADC sampling
a pixel has as output a number between 0 and nT in a sam-
pling interval, then the expected pixel response in that inter-
val is the sum over all possible ADC output values multiplied
with their probability

E½Ym� ¼
XnT
i¼1

i · PrADC½i; λm�: (9)

Here, Ym is the image pixel response at sampling inter-
val m.

If the ADC has a step size of dm in the temporal oversam-
pling interval m, then the probability PrADC½i; λm� to return
data number i in that interval given an average number of
photons λm is the probability to sample i · dm or more pho-
tons minus the probability to sample ðiþ 1Þ · dm or more
photons.

PrADC½i; λm� ¼ Pr½k ≥ i · dm; λm� − Pr½k ≥ ðiþ 1Þ · dm; λm�:
(10)

Assuming nT virtual jots with thresholds at multiples of
the ADC step size dm in sampling interval m, one can set the
threshold θi;m of the i’th virtual jot to

θi;m ¼ i · dm: (11)

It follows then from the definition of pi;m as the proba-
bility to sample at or above threshold at a jot of type i at
sampling interval m together with Eq. (9).

E½Ym� ¼
XnT−1
i¼1

i½pi;mðλm; i · dmÞ − piþ1;mðλm; ðiþ 1Þ · dmÞ�

þ nTpnT;mðλm; nT · dmÞ

¼
XnT−1
i¼1

ipi;mðλm; i · dmÞ −
XnT
i¼2

ði − 1Þpi;mðλm; i · dmÞ

þ nTpnT;mðλm; nT · dmÞ: (12)

Grouping the sums cancels the terms proportional to i and
leaves

E½Ym� ¼
XnT
i¼1

pi;mðλm; i · dmÞ ¼
XnT
i¼1

pi;mðλm; θi;mÞ: (13)

This is the expected value in sampling interval m of a
pixel consisting of nT binary sampled jots having thresholds
according to Eq. (11), each jot receiving the average light
intensity λm corresponding to the light intensity impacting
the multibit sampled pixel. Multibit oversampling is, there-
fore, equivalent to binary oversampling with virtual jots hav-
ing thresholds at the steps of the ADC.

There are, however, important differences between virtual
and real jots that need to be considered. Real jots need to be
placed in different spatial positions, while the virtual jots of
the multibit sampling all occupy the area of the image pixel.
Hence, virtual jots are larger than real jots for any given pixel
size. Because the virtual jot has a larger photoactive area, a
multibit oversampled image sensor will have better low-light
response than a spatially oversampled binary image sensor if
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all other factors such as sensitivity are held constant. Such a
spatially oversampled image sensor can achieve the same
low-light response only if it has jots that are more light-sen-
sitive by a factor that compensates for the jot area reduction.
Also, either all or none of the virtual jots that correspond to a
pixel have to be reset, while a pixel using real jots and condi-
tional reset would reset the jots above the threshold but not
below the threshold. In Eqs. (3) and (4), a common reset
threshold ri;m ¼ θrst;m has to be used when calculating
reset probabilities. To calculate the final pixel response,
ADC results are captured and summed up when the ADC
is above the threshold and at a final residue read at the
end of the exposure. The expected pixel response then
becomes

E½Y� ¼
XnT
i¼1

XN−1

m¼1

pθrst;m

p1;m
pi;m þ

XnT
i¼1

pi;N: (14)

2.1.3 Sampling policies

The analytical model discussed above describes the sensor
response as function of the selected oversampling type
(binary or multibit, spatial, temporal, or both), the sequence
of thresholds, the duration of temporal oversampling inter-
vals, the area of the jots and pixels, and the reset conditions.
We use the term “sampling policy” to describe the set of sam-
pling periods, thresholds, and spatial areas of pixels compris-
ing an image pixel. Different such policies will yield
different response curves and noise characteristics. In an
actual hardware sensor, some of the parameters can be varied
in use while others are fixed at manufacturing. The selection
of the right sampling policy defines the exposure setting of a
sensor according to our proposal, similar to the selection of
exposure time and ISO in a conventional sensor.

The achievable low end of the dynamic range is defined
by the total exposure time, light sensitivity, and the noise
level of the sensor. At very low light levels, no conditional
reset will occur, and the sensor response will be the signal

measured at the end of the exposure time proportional to all
photons that have struck the pixel during that time. In multi-
bit oversampling, a signal different from 0 will be reached if
the ADC output is at least 1 data number. In spatial binary
oversampling, the required condition is that at least one jot
has reached or exceeded the threshold. The high end of the
dynamic range on the other hand is defined by the duration of
the shortest oversampling interval and the respective thresh-
old and ADC step size used when sampling that interval. The
measured signal will be meaningful, i.e., below saturation, if
in the case of multibit oversampling the ADC output is at
least 1 data number below its saturation or full well value
and in the case of binary spatial oversampling if at least
one jot has not reached the threshold.

2.2 Monte Carlo Model and Sensor Noise
2.2.1 Monte Carlo model description

The analytical model described above includes the full effect
of photon shot noise since it is based on the Poisson statistics
of the incident photons. A real image sensor also has intrinsic
temporal and spatial noise sources that influence its
response: read noise from the pixel read-out path, ADC
noise, amplifier noise, and reset noise. Models for all
these additional noise sources can be included in a Monte
Carlo model of the sensor response.

The Monte Carlo model described here follows the
approach of the analytical model by simulating Poisson dis-
tributed photons impacting the sensor, but it has models for
the other noise sources listed in Table 2 added. Figure 3
shows the flow diagram of the Monte Carlo program. In
the case of only temporal oversampling (either binary or
multibit), there is only one real jot per pixel, so the expres-
sion “per real jot” in Fig. 3 can be read as “per pixel.”

2.2.2 Modeled noise sources

An image sensor has a number of noise sources that have to
be included when one wants to accurately simulate its

Table 2 Sensor noise in Monte Carlo program.

Noise Cause Model

Fixed pattern noise Random deviations of circuitry, e.g., threshold voltage
variation. Can be per pixel or per circuit that is shared
by a number of pixels, e.g., an analog-to-digital
converter (ADC).

Number of photo electrons has the same adder each time
it is sampled. The adder is done as random number from a
normal distribution around 0 either per pixel or for a group
of pixels. The fit parameter is the standard deviation.

Temporal threshold
noise

Analog comparison to a threshold, e.g., by using a
sense-amplifier, is subject to noise that can be different
for different time intervals.

The threshold is modified according to a normal distribution
around 0. The fit parameter is the standard deviation.

Pixel response
nonuniformity

Pixel-to-pixel gain variation. Noise is proportional to
light intensity, i.e., number of photo electrons.

The number of photo electrons to be sampled is multiplied
by a random number according to a normal distribution
around 1. The fit parameter is the standard deviation.

Read noise Along the analog read path from pixel to ADC noise
can change the sampled value.

The number of photo electrons is modified according to a
normal distribution around 0. The fit parameter is the
standard deviation.

Reset noise Switching the reset transistor off changes the reset
level (thermal switching noise)

The reset level is modified according to a normal
distribution around 0. The fit parameter is the standard
deviation.
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response. In the Monte Carlo model used in this work, we
model the noise sources described in Table 2.

2.2.3 Linearization of response

Image processing chains of typical imaging systems expect
that the sensor output is a linear function of light intensity
when they perform functions like color demosaicking or
white balance. If the binary above-threshold counts or the
ADC outputs at each above-threshold event are directly
added to each other, then the sum is generally not linear.
Linearization can be achieved by a number of methods.
One method is to precalculate the expected response as a

function of light intensity and then to use a lookup table to
get the light intensity from a measured pixel response.
Another method is to use a weighted sum that linearizes
the response, instead of the simple sum over individual sam-
ples. If each response that is above the threshold and becomes
part of the final response is weighted by the ratio of the time
since the previous reset to the total exposure time, then the
response becomes linear. Only nonsaturated ADC outputs
can be used in this method. If all ADC outputs are saturated,
then the response becomes the total exposure time divided by
the shortest interval duration. Let Ti denote the time since last
reset before Yi, and the linear response becomes

Y linear ¼

8>>>>><
>>>>>:

texp
min

i∈1 · · ·N
ti
Ysat Yi ¼ Ysat ∀ i ∈ 1 · · · N

texpP
i s:t: Ysat>Yi≥θrst

Ti

� P
i s:t: Ysat>Yi≥θrst

Yi

�
∃i s:t: 0 < Yi < Ysat

0 Yi ¼ 0 ∀ i ∈ 1 · · · N

: (15)

Since the maximum possible result of Eq. (15) is larger
than the saturated ADC output by a factor of the ratio of the
total exposure time to the duration of the shortest sampling
interval, while the direct sum has the saturated ADC output
multiplied with the number of sampling intervals as maxi-
mum, the linearized response spans a wider numerical
range than the direct sum if the sampling intervals are not
of the same duration.

2.3 Comparison of Sampling Policies
2.3.1 Spatial, temporal, and multibit oversampling

Figures 4 (unconditional reset) and 5 (conditional reset) com-
pare the different approaches. Lines denote the analytical
model; symbols denote Monte Carlo simulation in the top
graphs. The signal-to-noise ratio (SNR) shown in the bottom
graphs is derived from Monte Carlo simulation. In all cases,
the total bit depth is 8, and the various policies with temporal
oversampling have variable sampling interval duration with
the longest interval 128 times longer than the shortest to
extend the dynamic range without increasing the total bit
depth. The dotted black curve is the response of a conven-
tional sensor with an 8-bit ADC and 20 electrons per data
number saturating at 5100 electrons. The other curves are
oversampling sensors, adding the result of the individual
samplings. Gray curves are binary oversampling sensors
with a threshold of 20 electrons. The dashed gray curve is
of a sensor that oversamples only in time (256 times),
while the solid gray curve oversamples both in space (16
jots) and time (16 times). The black dot-dash curve is a sen-
sor oversampling in time (16 times) with a 4-bit ADC.

All sampling policies shown in Fig. 4 reset the pixel after
each sampling. Without conditional reset, binary temporal
and mixed temporal and spatial oversampling is equivalent
(gray curves in Fig. 4). The bright-light response is extended
for the binary sampling approach compared to that of the
conventional sensor readout. The low-light response of the
binary pixel without conditional reset is much worse than
the conventional (black dotted curve) approach since the
number of photons per jot and sampling interval is lower.

The multibit temporal oversampled pixel (dot-dash black
curve) has improved low-light response since the spatial
oversampling is less.

Figure 5 shows the improved low-light response when
conditional reset is used. The colors and line styles of the
different curves correspond to the same sampling policies
as in Fig. 4. Unlike the case shown in Fig. 4, pixels are
reset only if they are sampled at or above the threshold
(binary oversampled gray curves) or if the data number
returned by the ADC is not zero (multibit oversampled
black dot-dash curve). The only curve that shows reduced
low-light response corresponds to the approach with spatial
oversampling (solid gray curve). The temporally over-
sampled approaches keep the extended bright-light response.
As a result of retaining low-light response and extending the
bright-light response, the sensor dynamic range is extended.
In this example, the dynamic range is extended by a factor of
20 compared to a conventional sensor, corresponding to an
increase of effective full well capacity from 5100 electrons to
over 100,000.

2.3.2 Threshold sequencing

Figure 6 shows a comparison of threshold sequences. The
ascending binary oversampled threshold sequence of
Fig. 6(a) will have a reduced low-light response compared
to the descending sequence of Fig. 6(b) but an increased
high end of the dynamic range. The reason is that the
low-light limit of the dynamic range is reached when no
intermediate conditional reset has occurred and the light col-
lected over the full exposure time is assessed with the last
threshold and readout. Since that last threshold is higher
for an ascending sequence, such a sequence will have a
reduced low-light response. The high end of the range is
determined by a combination of threshold and sampling
interval duration. In Fig. 6(a), the shortest interval has
also the highest threshold and will, therefore, have the high-
est end of the dynamic range. Figure 6(c) shows the virtual
jots when using multibit oversampling. Since the ADC steps
are always present, both low and high thresholds are always
present as well, and thus the wide dynamic range leads to
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both a good low-light response and a high limit in bright
illumination.

2.3.3 Variation of interval duration

Figure 7 compares three different sampling policies. The
response is shown on top and the SNR on the bottom. All
policies use multibit oversampling with a 4-bit ADC and
a full well capacity of 300 electrons. The first two policies
temporally oversample 16 times for a total bit depth of 8 bits.
The first curve [(a), red dashes] varies the sampling interval
duration logarithmically from 1 to 65 relative to each other so
that the shortest interval is 1/261 of the total exposure time.
This number was picked to be as close as possible to the
equidistant ratio of the third curve with logarithmically
spaced integer thresholds. The second curve [(b), solid blue]
has intervals of equal length, each interval being 1∕16 of the
total exposure time. The third curve [(c), black dot-dash)

again uses equidistant temporal oversampling, however,
with 256 samples for a total bit depth of 12 bits. The dynamic
range of the policies with similar length of the shortest inter-
val [(a) and (c)] is nearly the same, while the dynamic range
of the approach with longer intervals (b) is much less. The
SNR curves show that the price of achieving high dynamic
range with fewer samplings is a reduced SNR at the high end.
The response with equal sampling intervals stays close to
linear and the SNR follows the photon shot noise limit,
while the approach with varying interval duration has a
response that shows quasi-logarithmic behavior and the
SNR saturates.

2.4 Hardware Verification
We compared our sensor model to hardware on a small test
chip and presented initial results in Vogelsang et al.12 The
results shown here are from later measurements of the

Fig. 3 Flow diagram of Monte Carlo model.
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same hardware. The pixel is based on a conventional
4T-pixel to which an additional transistor is added to provide
column control in addition to row control for pixel reset. The
test chip was built in a 180 nm CMOS image sensor tech-
nology using a fully pinned photodiode and a pixel pitch of
7.2 μm. The measured conversion gain is 83 μV∕e−. The
read noise was fitted as 10 e− and the photoresponse nonun-
iformity as 1.5%. The pixel was oversampled four times with
a 10-bit ADC, and the ratio of the shortest interval to the total
exposure time was 1∶13.

Figure 8 shows a comparison of the simulated and mea-
sured response, and Fig. 9 shows the same comparison for
the SNR. Linearization was done according to Eq. (15). The
dashed and solid lines denote the simulated curves for con-
ventional and oversampled operations, respectively, while
the asterisks and circles, respectively, denote the correspond-
ing measurement results. The agreement between measure-
ment and simulation is very good. At an SNR of 0 dB, the
dynamic range is 58 dB for the conventional operation and
79 dB for the oversampled operation. At an SNR of 20 dB,
the dynamic range is 35 and 56 dB, respectively. The sam-
pling policy chosen for this example did, therefore, expand
the dynamic range by 21 dB or a factor of 11.

The SNR of the oversampled sensor shows a clearly vis-
ible dip in the extended dynamic range part of the curve.
This dip is caused by not having identical duration of all sub-
frames. In the measurement and simulation shown here, the

first subframe had one quarter of the duration of the
other three subframes. When subframes of similar duration
are combined with oversampling with conditional reset, the
dynamic range is extended with a smooth continuation of the
SNR curve (here from ∼104 photo electrons to ∼3 · 104

photo electrons). The shorter subframe, however, creates an
SNR curve that is shifted according to the duration ratio.
Combining this short subframe with the other three sub-
frames extends the dynamic range further to ∼1.2 · 105

photo electrons, but the SNR is lower when there are so
many photons that the longer subframes saturate. When
designing the sampling policy for the sensor, it is important
to make sure that such a dip does not extend below a desired
SNR in order to not visibly degrade the image. In this exam-
ple, the lowest point of the dip is over 30 dB, which will still
give a very good image quality.

3 Camera Parameters and Sensor Modeling

3.1 Scene Illuminance and Photons Per Pixel
The sensor model described so far relies on the knowledge of
the number of photo electrons per pixel to calculate the sen-
sor response. When one wants to predict the sensor response
when taking images with a camera, the illuminance of the
scene has to be translated into the number of photo electrons
sampled by each pixel.

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
0

10
1

10
2

10
3

Photo electrons per image pixel

S
en

so
r 

R
es

po
ns

e 
(Y

)

 

 

a) 8 bit temporal
b) 4 bit spatial, 4 bit temporal
c) 4 bit ADC bit depth, 4 bit temporal
d) 8 bit ADC bit depth

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

0

5

10

15

20

25

30

35

40

45

50

Photo electrons per image pixel

S
ig

na
l-t

o-
N

oi
se

 R
at

io
 S

N
R

(Y
) 

[ d
B

 ]

 

 

a) 8 bit temporal
b) 4 bit spatial, 4 bit temporal
c) 4 bit ADC bit depth, 4 bit temporal
d) 8 bit ADC bit depth

(a)

(b)

Fig. 4 Response (a) and signal-to-noise ratio (b) when using uncondi-
tional reset. All curves have a total bit depth of 8. The binary over-
sampled methods have the worst low-light response, followed by
the temporally oversampled multibit method. None of the over-
sampled methods reaches the low-light response of the conventional
sensor, but all extend the dynamic range at the high end.
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Fig. 5 Response (a) and signal-to-noise ratio (b) when using condi-
tional reset. All curves have a total bit depth of 8. The temporally over-
sampled methods have the same low-light response as the
conventional sensor, but extend the dynamic range at the high
end. Only the spatially oversampled method has less low-light
response.
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3.1.1 Photon energy and illumination

To derive the number of photons impacting a pixel, it is first
necessary to calculate the number of photons impacting a
target area of which a camera is taking a picture of as a func-
tion of the specified illumination of that area.

The CIE spectral power density and luminosity curves13

can be used to calculate the number of photons for a given
illuminant. The luminous flux per Watt for the spectrum of
the illuminant is the product of the luminosity function L and
the spectral power density DP integrated over the visible
spectrum. By integrating the spectral power density of the
illuminant over the wave length, average photon energy
for the illuminant can be derived as well. Together these cal-
culations give the number of photons that impact a given area
atarget during the exposure time at a given illuminance EV as

Λ̃ ¼ γEVtexpatarget: (16)

Here, Λ̃ is the average number of photons incident on an
image pixel during the exposure time texp and γ is the photon
density.

The constant γ that gives the number of photons per lumi-
nous energy and area is dependent on the illuminant. For the
standard daylight spectrum CIE-D65, this constant is
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Fig. 8 Model-to-hardware comparison of the response of an image
sensor operated conventionally, respectively, oversampled with con-
ditional reset. The response of the oversampled sensor was linearized
using the weighted sum of Eq. (15).
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Fig. 6 Sampling policies with different threshold sequences. The
dynamic range of the binary oversampled ascending sequence
(a) will be shifted to higher light intensities compared to the descend-
ing sequence (b) since the bright-light response is determined by the
threshold in the shortest interval, while the low-light response is deter-
mined by the threshold at the end of the exposure time when condi-
tional reset is used. When using multibit oversampling, all thresholds
are present in the virtual jots (c) at all intervals, and the response
spans the widest range.

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
0

10
1

10
2

10
3

10
4

Photo electrons per image pixel

S
en

so
r 

R
es

po
ns

e 
(Y

)

a) 8 bit tot, duration 1 to 65 ( 261)Σ

Σ
b) 8 bit tot, duration 1 (  16)
c) 12 bit tot, duration 1 (  256)

10
0

10
1

10
2

10
3

10
4

10
5

10
6

0

5

10

15

20

25

30

35

40

45

50

Photo electrons per image pixel

S
ig

na
l-t

o-
N

oi
se

 R
at

io
 S

N
R

(Y
) 

[ d
B

 ] a) 8 bit tot, duration 1 to 65 (  261)
b) 8 bit tot, duration 1 (  16)
c) 12 bit tot, duration 1 (  256)

Σ
Σ

Σ

(a)

(b)

Fig. 7 Response (a) and signal-to-noise ratio (b) of policies with con-
stant and variable interval duration. Variable interval duration can
extend the dynamic range to be as large as when using a much higher
total bit depth at the cost of a reduced signal-to-noise ratio at the high
end.
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γD65 ¼ 12612 lx−1 μm−2 s−1: (17)

For a spectrum that is shifted to longer wavelengths, the
number of photons is higher for two reasons: (1) such a
spectrum is not centered on the peak eye sensitivity; there
is, therefore, more power needed for one lumen and
(2) long-wavelength photons are less energetic, and there-
fore, more such photons are needed to provide a given
power. For the standard incandescent spectrum CIE-A, the
constant is

γA ¼ 19892 lx−1 μm−2 s−1: (18)

3.1.2 Lenses and pixel size

The previous section related the illuminance of the target to
the number of photons impacting that target. As a next step,
the fraction of these photons that reach a pixel of the
image sensor needs to be calculated. Assuming Lambertian
reflection of the target and a lens focused at infinity, the illu-
minance of the sensor can be calculated from the illuminance
of the target.

Multiplying with the quantum efficiency as the factor
between the number of photons and the number of converted
photo electrons gives an expression similar to the one derived
in Ref. 14 that allows calculation of the number of photons
sensed by an image pixel as a function of target illuminance,
target reflectivity, the f-number of the lens, the exposure
time, and the pixel area with

Λ ¼ QE · γ
1

4

ρ

F2
Etarget
V texpA: (19)

Here, Λ is the average number of photons sensed in an image
pixel during the exposure time texp, QE is the quantum effi-
ciency, ρ is the reflectivity, and F is the f-number.

3.2 Low-Light and Dynamic Range Capabilities
3.2.1 Influence of pixel size and lens

The simulations whose results are shown in Fig. 10 apply
Eq. (19) to generate the number of photons as input for
the sensor model based on target illumination. Compared
are three different sensing schemes: the first is the conven-
tional single-shot approach, the second is a dual-shot HDR
approach, where the ratio between the short and long expo-
sure is 1∶4, and third is the oversampled approach proposed
in this work. In all oversampled curves, the incident light is
oversampled four times with intervals of relative sampling
durations 1, 2, 4, and 8. At the lowest light intensity, no con-
ditional reset occurs and the response is that of a conven-
tional sensor, while at highest intensity, the pixel is above
the threshold and, therefore, resets every time, and the short-
est sampling interval becomes 1/15 of the exposure time.

The spectrum of the illumination used in the simulation
was D65. If a color filter array were present, one would inte-
grate the spectral density function of the light source with the
photopic response, the quantum efficiency, and the spectral
response of each of the three color filters. To simplify the
task, we used here a combined quantum efficiency of 40%
for the pixel and color filter together with the integral over
spectral density function and photopic response. It was pos-
sible to use this approach as we only want to compare the
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Fig. 10 Signal-to-noise ratio as function of scene illumination:
(a) mobile sensor and (b) DSLR sensor. In both cases, a comparison
at the low-light and at the bright-light end is shown. At the low-light
end, the same total exposure time is used for the conventional and
oversampled operation to match the low-light response, while at
the high end, a longer exposure time is used for the oversampled
operation to extend the dynamic range to the low end while matching
the bright-light response.
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Fig. 9 Model-to-hardware comparison of the signal-to-noise ratio of
the linearized response of an image sensor operated conventionally,
respectively, oversampled with conditional reset. The dynamic range
is extended by 21 dB.
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impact of pixel parameters and optics on the light sensitivity,
not simulate a specific hardware solution. We used a target
reflectivity of 18% for the simulations.

Figure 10(a) shows the simulated SNR of a small-pixel
sensor typical for a mobile system. We assumed a pixel
pitch of 1.1 μm and a fixed f-number of f/2.8. The full well
capacity was assumed to be 5000 electrons and a 10-bit ADC
was used. The exposure time of the conventional sensor (red
curves) in a low-light situation (dashed lines) was assumed to
be 1∕15 s, close to the limit that can be done with a handheld
camera. At the high end (solid lines), 1∕2000 s of exposure
time gives a high end of the dynamic range that is sufficient
to take images in bright sunlit outdoor scenes. The over-
sampled sensor (black curves) uses the same exposure
1∕15 s setting for the low-light situation, but increases the
total exposure time for the bright-light situation to
1∕200 s. The dynamic range is extended by 24 dB in
both situations. At the low-light situation, this extension
occurs at the high-intensity end. At the bright-light situation,
our choice of exposure parameters extends the dynamic
range mostly to the lower end.

Figure 10(b) shows similar results for a digital single lens
reflex camera (DSLR)-type sensor. The assumed pixel pitch
was 6.3 μm, the f-number was variable between f/1.4 and f/
22, the full well capacity was 50,000, and a 14-bit ADC was
used. The extension of the dynamic range is similarly 24 dB
between a conventional and our proposed oversampled sen-
sor since the sampling policy is the same. As in the example
of the mobile sensor, we selected an increased exposure time
for the bright situation to extend the dynamic range to the
lower end.

Figures 10(a) and 10(b) clearly show that the DSLR can
cover a much wider total dynamic range than the mobile sen-
sor. The extension of the dynamic range at the low end comes
mainly from the large pixel area that accepts many more pho-
tons into a pixel according to Eq. (19). The larger aperture
that is possible with DSLR lenses contributes as well. At the
high end, the ability to make the aperture very small together
with a shorter minimum exposure time extends the range.

It is also clear that the multibit oversampling with condi-
tional reset approach provides a small pixel mobile camera
system with very wide dynamic range and wide exposure
latitude. A mobile camera system using this approach can
expose for the low-light regions of the scene while retaining
all of the bright-light information and detail.

Both SNR curves show a nonmonotonic behavior at high
intensities. This is caused by the varying duration of the sam-
pling intervals similar to Fig. 9. Figure 9 had only two differ-
ent durations and, therefore, only one visible dip, while in
Fig. 10, all four durations are different and there are three
visible dips. Both for the mobile sensor and the DSLR, the
dips occur above 30 dB SNR and will, therefore, not be vis-
ible on the final image.

The ability of the dual-shot approach (blue curves) to cap-
ture a wide dynamic range is as expected between the single-
shot approach and our method. The nonmonotonic dip of the
SNR curve in the dual-shot approach is more pronounced
than in our approach since there are only two possible expo-
sure times available, while in our approach, the conditional
reset makes available all combinations of interval durations
between the shortest interval length and the full exposure
time. The dual-shot approach shows a slightly reduced SNR

at the low-light end since we assumed that the sum of the
short and long exposures is the same for all three methods
compared, thereby making the long exposure shorter than
both the total exposure time in our approach and the expo-
sure time of a single shot.

3.2.2 Optimization of low-light response

Figure 11 shows the response and SNR of the small-pixel
sensor of Fig. 10(a) for different full well capacity and
read noise. Since the dynamic range of the oversampled
method is so much higher, the full well capacity can be
reduced, in this example, from 5000 to 1250 electrons to
shift the response curve to lower light intensities while still
increasing the dynamic range at high light intensity. If the
reduced full well capacity can be used to reduce the read
noise as well, e.g., by a higher conversion gain, then the
SNR at low light intensities can be improved compared to
the conventional sensor.

Figure 12 demonstrates this using the example of an
image with 96 dB dynamic range. The top set of images
is false color, comparing the quality of the reconstruction
by showing the relative difference between the reconstructed
linearized response and the original input data. The bottom
set of images shows tone mapped simulation output.
Identical tone mapping has been applied to all simulations.
The small-pixel conventional sensor simulated in Fig. 10 is
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Fig. 11 Comparison of response (a) and signal-to-noise ratio (b) of
conventional and oversampled image sensors. The full well capacity
of the conventional sensor is 5000 electrons. The oversampled sen-
sor has 1250 electrons full well capacity and is oversampled four
times with relative sample interval durations of 1, 2, 4, and 8. If the
reduced full well capacity can be used to reduce the read noise,
then the low-light response can be improved.
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shown with two exposures, one optimized for the darker
parts of the image (a) and one for the brighter parts of the
image (b). The difference between the two exposures is two
stops. The first exposure has overexposed highlights, while
the second has significantly increased noise in the dark
regions. The oversampled image (c) has reduced full well

capacity (from 5000 to 1250 electrons) and sensor read
noise (from 5 to 1 electron). The sequence of relative sam-
pling durations was chosen to be 1, 2, 4, 8, 16, and 32 to
match the large dynamic range of the input image. The
total exposure is the same as for image (a). The oversampled
approach gives even better bright-light reconstruction as the
short exposure with the conventional sensor and excellent
reconstruction of the dark parts of the image as well.

Figure 13 is another example comparing different HDR
approaches. In this case, the four images compare a conven-
tional single-shot exposure, the line-interleaved HDR
approach in which alternating pairs of rows are exposed
with different exposure times, dual-shot HDR blending
two images with different exposure time, and the oversam-
pling approach with conditional reset proposed in this work.
The relative sample interval durations of our approach are
12, 1, 1, 1 in this example. Again, exposure values have been
selected to get the best overall image quality in all cases.
The exposure value of the line-interleaved and dual-shot
HDR are, therefore, one stop higher than single shot, and
the image taken with our approach is exposed three stops
more. The line-interleaved image has a ratio of 2∶1 between
the long and short exposures, while the dual-shot image has a
ratio of 4∶1. A comparison of the images clearly shows the
benefit of our approach. The single-shot image is worst with
saturated highlights and significant noise in the dark. The
line-interleaved approach has better highlights, but the noise
in the dark gets even worse due to the necessary interpola-
tion. Dual shot does not have this problem and has both
better exposed highlights and less noise, but it is still signifi-
cantly noisier than our approach.

4 Conclusions
We have developed a theoretical model that describes light
capture of a photosensor based on photon statistics, thereby
incorporating photon shot noise directly. This model
describes the sampling of photons as a series of binary com-
parisons with a threshold. We showed in previous work that
multibit sampling with an ADC is mathematically equivalent

Fig. 12 False color (top) and tone mapped (bottom) output of an
image simulation comparing conventional and oversampled sensors.
The false color image shows the relative difference between the origi-
nal and reconstructed linear response. The two left images (a) and
(b) are calculated from the simulated response of the small-pixel con-
ventional sensor used in Fig. 10; the right image is calculated from the
simulated response of the oversampled sensor with reduced full well
capacity and read noise. Different from Fig. 1, the sensor has been
oversampled six times with relative sample interval durations of 1, 2,
4, 8, 16, and 32. Images (a) and (c) are exposed at the same exposure
value, while image (b) is exposed at a two stops higher exposure
value. The conventional sensor has either blown out highlights
(a) or increased noise in the dark areas (b), while the oversampled
sensor has high-quality reconstruction over the full dynamic range.

Fig. 13 Full image (top) and zoom into dark part (bottom) of a high dynamic range image. The exposure
has been adjusted to take advantage of wider dynamic range; line interleaved and dual shot are therefore
exposed one stop more than the single-shot image, and the oversampling with conditional reset of this
work is exposed three stops more than the single-shot image.

Journal of Electronic Imaging 013021-12 Jan–Feb 2014 • Vol. 23(1)

Vogelsang, Stork, and Guidash: Hardware validated unified model of multibit temporally and spatially oversampled image. . .



to spatially oversampling the pixel with virtual jots that are
sampled with thresholds at the steps of the ADC. Our sensor
model can, therefore, be used to predict and optimize the
light response of any binary oversampling sensor, conven-
tional single-sample multibit sensors, and multibit oversam-
pling sensors. The sensor response can be linearized either
by a lookup table or by a weighted sum of the results of the
individual samplings. We verified this model on hardware
using a small test chip. Using the model, we demonstrated
that sampling policies that use only temporal oversampling
(binary or multibit) and reset the pixel only conditionally
when a threshold has been reached have better low-light
response than sampling policies with unconditional reset
or spatial oversampling. By calculating the number of pho-
tons on the sensor based on target illumination and camera
parameters, we were able to compare exposure settings for
low-light and bright-light settings of conventional sensors
with oversampled sensors both for sensors typical for mobile
devices as for DSLR sensors. A significant increase of
dynamic range of ∼24 dB in our example can be seen in all
cases. In a typical camera application, the dynamic range
would be extended to the high end in a low-light situation
and to the low end in a bright-light situation. The dynamic
range of an oversampled mobile camera can be as large as the
range of a conventional DSLR in medium- or bright-light
situations. Such a matchup is not possible either at very low
light situations where the pixel size is important to collect as
many photons as possible or at very bright light situations
where the aperture needs to be changed to let less light
on the sensor. While the high end can be further extended in
all cases by more oversampling, at the low end, an improve-
ment is only possible when more photons can be collected by
having a larger pixel area, higher pixel sensitivity, or a com-
bination of these approaches. We expect that the pixel can be
designed to achieve higher sensitivity when using our
approach as there is no need to have a large full well capacity
to handle brightly lit parts of the scene. More generally, low-
light response can be improved in camera systems employ-
ing sensors having multibit oversampling with conditional
reset by exposing for the low-light regions of the scene while
retaining all of the bright-light information and detail.
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