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bstract. Advances in printing technology has made multilevel
alftoning become important, as printers can now print inks of dif-
erent intensities. This work presents a multilevel halftoning algo-
ithm based on multiscale error diffusion. This algorithm takes care
f constrained pixels before handling the unconstrained pixels, and
iffuses errors with a noncausal filter such that halftones of better

mage quality can be achieved. © 2010 SPIE and
S&T. �DOI: 10.1117/1.3479749�

Introduction
ultilevel halftoning �MH� is the process of converting a

ontinuous-tone image to a multilevel image for its repro-
uction with a multilevel output device, and it is becoming
ore important as printers can now place dots of different

ntensities. Compared with conventional binary halftoning,1

H can improve the rendition quality of a continuous-tone
mage.2–4

In theory, MH can be accomplished by an error diffusion
lgorithm equipped with a multilevel quantizer. However,
hen the number of quantization levels is small, typically 3

o 5, undesirable banding artifacts occur, as all signal levels
lose to an intermediate quantization level are quantized to
single output level, such that gradation reproducibility

annot be maintained.
Recently, Rodríguez, Arce, and Lau3 proposed a multi-

oning blue-noise model for MH. In this model, a multi-
evel halftone is treated as a stack of halftones. It is sug-
ested that each of them should have blue-noise
haracteristics and their correlation should be little in low-
requency regions. A criterion measure called the magni-
ude squared coherence function �MSC� and a MH algo-
ithm were then proposed accordingly. Around the same
ime, Suetake et al.4 proposed a MH algorithm to tackle
anding artifacts, such that gradation reproducibility can be
aintained. Both algorithms decompose an input image

nto layers, halftone each layer with a binary error diffusion
cheme, and finally combine the halftoning results of the
ayers to produce a multilevel halftone image.

Layers are processed one by one. When processing a
articular layer, a constraint is imposed on some selected
ixels based on the halftoning result of the last processed
ayer. These pixels are referred to as constrained pixels. The
inary error diffusion scheme used to halftone a layer for
ef. 4 is a combined scheme of Refs. 5 and 6. In particular,
ixels are processed in a predefined scanning order. When a
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constrained pixel is encountered, the output value is zero.
Otherwise, the output value is the quantized value of the
current intensity level of the pixel being processed. In ei-
ther case, the error is then diffused with a causal filter.

Obviously, it is likely that the assigned value of a con-
strained pixel goes against the natural quantization result.
Since pixels are processed one by one according to a pre-
defined scanning order, and no precaution is taken before
encountering a constrained pixel in the course, there is little
room for one to compensate for this mismatch. Conse-
quently, this mismatch disturbs the harmony of a local re-
gion and degrades the quality of the output.

2 Proposed Algorithm

In this work, we propose a framework for MH with a mul-
tiscale error diffusion algorithm called feature-preserving
multiscale error diffusion �FMED�.7 The proposed ap-
proach takes care of the constrained pixels before handling
the unconstrained pixels. This allows one to have more
room to compensate for the disturbance caused by the con-
strained pixels when handling the unconstrained pixels.

Suppose one wants to MH a continuous-tone image X to
produce a multilevel image Y. Without loss of generality,
we assume that X is of size N�N and X�u ,v�� �0,1�,
where X�u ,v� is the pixel value of X at position �u ,v�. X
can be decomposed into n images, denoted as Xm for m
=0, . . . ,n−1, such that we have

X�u,v� = �
m=1

n−1

Xm�u,v�/�n − 1�, for u,v = 0,1, . . . ,N − 1.

�1�

In particular, the decomposition is done as follows:

Fig. 1 �a� Cropped regions of MH results of constant gray-level
patch �g=108/255�, and �b� their corresponding magnitude fre-
quency spectra.
Jul–Sep 2010/Vol. 19(3)1
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X0�u,v� = 1

Xm�u,v� = Xm−1�u,v� − �X�u,v��m−1 � � �n − 1�!
�m − 1�!�n − m�!��1 − X�u,v��n−m, for m = 1,2 . . . n − 1 	

or u,v = 0,1, . . . ,N − 1. �2�
In the proposed framework, starting from m=1, we half-
one Xm to obtain a binary output Ym under a constraint
erived from Ym−1 until Yn−1 is obtained. Here, we note that
0 is the binary halftoning output of X0, and hence we have
0�u ,v�=1 for all �u ,v�.

To produce Ym with Ym−1 and Xm, we first assign 0 to
ome selected pixels of Y as follows.
m

ournal of Electronic Imaging 030501-
Ym�u,v� = 0 if Ym−1�u,v� = 0 for u,v = 0,1, . . . ,N − 1.

�3�

Xm is then updated by
m�i + p, j + q� = 
 0 if �p,q� = �0,0�
Xm�i + p, j + q� + b�i + p, j + q� · W�p,q� · �Xm�i, j� − Ym�i, j��/s if �p,q� � � ,

�
or each constrained pixel Ym�i, j� = 0, �4�
here W is a diffusion filter defined as W= �W�1,
1� ,W�1,0� ,W�1,1� ;W�0,−1� ,W�0,0� ,W�0,1� ;W�−1,
1� ,W�−1,0� ,W�−1,1��= �1,2 ,1 ;2 ,0 ,2 ;1 ,2 ,1� /12, �
= ��u ,v� 
u ,v=0, �1� \ ��0,0��, b�u ,v� is a masking bit for
pixel Xm�u ,v� defined as
�u,v� = 
0 if Ym�u,v� = 0 or u,v � �0,1 ¯ N − 1�
1 else

� ∀ �u,v� , �5�
nd s = �
p=−1

1

�
q=−1

1

b�i + p, j + q� · W�p,q� . �6�

fter updating Xm, the remaining unprocessed pixels in Xm
re processed with the FMED algorithm as usual to pro-
uce Ym.

After all Ym are obtained, a synthesis process is applied
y averaging all Ym except Y0 to generate Y as

�u,v� = �
m=1

n−1

Ym�u,v�/�n − 1� for u,v = 0,1, . . . ,N − 1.

�7�

ote that this framework handles all constrained pixels be-
ore processing those unconstrained pixels. Besides, it does
ot diffuse the quantization error along a predefined scan-
ning direction when processing individual Xm. Hence,
though the proposed approach also assigns a predefined
value to a constrained pixel without concerning its original
intensity, as the approach proposed in Ref. 4 does, it pro-

Fig. 2 Radial MSC functions of Fig. 1�a�.
Jul–Sep 2010/Vol. 19(3)2
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ides more flexibility to compensate for the negative effect
f the assignment and, accordingly, provides a halftone of
etter visual quality.

Simulation Results
imulation was carried out to compare the performances of

he algorithms in Refs. 3 and 4, and the proposed algo-
ithm. In our simulation, n=3 and the three quantization
evels are 0, 0.5, and 1. Figure 1�a� shows portions of the

H results of a constant gray level patch of size 256
256 when the gray level g is 108 /255.
Figure 1�b� shows the magnitude of the corresponding

requency spectra of Fig. 1�a�. For display purposes, each
f them is normalized with respect to its maximum magni-
ude value. One can see that the spectrum of the proposed
lgorithm is radially symmetric compared with the others,
nd possesses blue-noise characteristics. In fact, similar ob-
ervations can be obtained for other g values. A halftone
earing blue-noise characteristics is visually pleasant, as
ur human visual system behaves as a low-pass filter that
ffectively removes the high-frequency noise components.
he radially symmetric spectra of the proposed algorithm

mply that dots of different intensities are distributed evenly
n the corresponding halftones, and there is no pattern arti-
acts and directional hysteresis. The performances of Refs.
and 4 are inferior in this aspect. Figure 2 shows the cor-

esponding radial MSC functions of Fig. 1�a�. One can see
hat the proposed algorithm has low coherence values at the
ower frequencies. Similar observations can be obtained for
ther g values.

For subjective evaluation, Figs. 3�b�–3�d� show the MH
esults of Fig. 3�a�. One can see that more feature details of
he original image can be preserved by the proposed algo-
ithm. For instances, the rope at the stern and the rigging of
he boat are clearer in Fig. 3�d�. Figure 3�e� shows the
esult of Ref. 7. By comparing it with Fig. 3�d�, one can see
he improvement achieved by MH.

Fig. 3 �a� Original, �b� MH output of Ref. 3, �c�
algorithm, and �e� output of the FMED algorithm
ournal of Electronic Imaging 030501-
The computational complexity of the proposed algo-
rithm is roughly 1.5-fold that of Ref. 7, and much higher
than that of Refs. 3 and 4. However, it can be reduced with
the approach proposed in Ref. 8 to achieve real-time imple-
mentation.

4 Conclusions
We propose a MH algorithm based on FMED. By taking
the constrained pixels into account ahead of time and dif-
fusing the error with a noncausal filter, the proposed algo-
rithm can produce halftones of better image quality. Simu-
lation results show that the outputs of the proposed
algorithm bear good blue-noise characteristics, have no di-
rectional artifacts, and preserve feature details of the origi-
nal image.
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